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Abstract 

Many data sets have missing values, however the majority of statistical methods need a complete 

dataset to work. Thus, practitioners often use imputation or multiple imputations to complete 

the data as a pre-processing step. In this talk it will be shown how mixture models can be used to 

naturally deal with missing data in an integrated way depending on the purpose. Especially, it 

will be shown how they can be used to classify the data or derive estimates for the distances. 

Results on real data will be shown. 

 

 

I. INTRODUCTION 

 

Missing data are a well-known issue in statistics and have been extensively studied (see for 

instance [1]). The most generic method to deal with missing data consists in making 

imputation. It permits to obtain a complete data table on which any standard statistical 

analysis can be performed. The simplest imputation method consists in imputing missing 

values by the average, but more sophisticated methods such as the NIPALS algorithm [2] can 

be used to take into account correlation between variables to input more accurate values. 

However, imputation tends to underestimate the data variability, and it is often recommended 

to use multiple imputations, i.e. to replace missing values by many possible values. Thus, 

producing several possible versions of the completed dataset. A well known multiple 

imputation method is for instance the fully conditional specification [3] implemented in the R 

package mice, which models the conditional distribution of missing values given the observed 

ones.  

In this communication another solution to deal with missing data will be presented. It consists 

in modelling the whole distribution of the data by a probabilistic model, also called generative 

model. In this setting the data distribution is approximated by a mixture of distributions. This 

approach is generally used to perform model based clustering [4], but it can also take into 

account missing data in an integrated way through the EM algorithm [5]. In section II, details 

will be given about the use of mixture models with missing data and an example will be given 

on how they can be used to estimate distance. In section III, an illustration on real data will be 

given.  

 

II. METHODOLOGY 

For the sake of simplicity it will be supposed that all the data are continuous but extension can 

be given in the heterogeneous data case at the price of more restrictive assumption on the 

dependency inside a cluster, e.g. cluster conditional independence assumption. Let consider a 

sample x = {x1, x2, . . . , xn} coming from a mixture of K Gaussian components in dimension 



d. Let zik denote the class of i : zik = 1 if xi comes from class k and 0 otherwise. Let xi
o
 denotes 

the observed variables for unit i, and x
o
 the observed dataset. From the model point of view, π 

= (π1, . . . , πK ) are the proportions of each component, μk and Σk are the mean and variance 

covariance matrix of the class k. Let λk = (μk,Σk) and θ is the global parameter of the mixture 

π included. Parameters θ are estimated by maximum likelihood based on the observed data x
o
. 

It is supposed that data are missing at random, i.e. that the probability to be missing does not 

depends on the value of missing variables given the value the observed ones [1].  

In order to maximise the likelihood the EM algorithm is used [5]. The version of the EM that 

allows taking into account missing values in the dataset is detailed in [6]. At iteration r, the E 

step consists in computing the conditional expectation zik
(r)

 = E[Zik | xi
o
; θ

(r)
] and the 

conditional expectation xik
m(r) 

= E[Xi
m

 | xi
o
, Zik = 1 ; θ

(r)
]. The M step consists in updating the 

parameters by maximising the expectation of the completed likelihood. Let notice that the 

computation of xik
m(r)

 can be interpreted as an imputation of the missing data given the class 

and the observed variables. While the M step can be interpreted as parameters estimation on 

the completed dataset but taking into account the under-estimation of the variance due to the 

imputation of missing value. At convergence, the estimated model allows us to obtain the 

probabilities of missing values given the observed one P(Xi
m

 | xi
o
; ) which can be used for 

any purpose such as distance estimation by computing E[d(xi,xi’)| xi
o
, xi’

o
; ] like in [6]. 

Moreover, it allows to obtain P(Zik =1| xi
o
; ) which can be directly used for a clustering 

purpose. 

 

III. RESULTS 

Table 1 compares the performances of some pairwise distances strategy such as Partial 

Distance Strategy (PDS) or Incomplete-case k-NN Imputation (ICkNNI) on three UCI dataset 

according to the rate of missing data, for more details see [6]. 

 

 

Tab.1. Average RMSE of estimated pairwise distances. The best result for each row is underlined, and 

any results which are not statistically significantly different (two- tailed paired t-test, α1⁄40:05) from 

the best result are bolded. The values in parenthesis represent the accuracy when the distances are 

calculated using the particular model for imputation only. The final column shows the mean number of 

Gaussian components K as selected by the AICC criterion, and the mean number of distinct 

eigenvalues dk for HDDC 

IV. DISCUSSION 

 



We see on Table 1 that fitting a mixture of Gaussian distribution often leads to better results 

than others standards methods, and improve the accuracy of the estimation compared with 

using only a single Gaussian component. But as the rate of missing data increases it can be 

advantageous to use only a single Gaussian since not enough data are available to accurately 

estimate the mixture distribution. 

 

V. CONCLUSION 

 

It has been presented how mixture models can be used to deal with missing data in a very 

flexible and integrated way. Results of this method have been illustrated is the distance 

pairwise estimation setting. 
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