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Survival analysis framework without covariates

In survival analysis the goal is often to predict/explain T the elapsed time before
the occurence of some phenomenon (failure, death, . . . ).

Most of the models are interested in the survival function

S(t) = P(T > t)

Or equivalently in the hazard function

λ(t) = lim
h→0

1

h
P(t + h ≥ T > t|T > t) =

f (t)

S(t)

with f (t) the probability density function of the failure time.

Let Λ(t) =
∫ t

0 λ(u)du the cumulative hazard function, the survival function is
thus

S(t) = exp(−Λ(t))

The estimation of λ(t) can be performed using:
parametric models (exponential, Weibull, Gamma, . . . )
non parametric model (Kaplan-Meier, . . . )
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Survival analysis with standard covariates

Covariates x available

Thus one is interested in S(t|x) the conditional survival function
S(t|x) = P(T > t|x).

Or alternatively in λ(t|x) the conditional hazard function.

Cox Proportional Hazard model

Let x ∈ Rd , β ∈ Rd the conditional hazard function is

λ(t|x) = λ0(t) exp(βT x).

β estimated without assumptions on λ0(t) (Cox partial likelihood)

λ0(t) estimated in second time, in a parametric or non parametric way

Cox model limitations

Cannot handle missing data

Cannot handle non-standard covariates
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Non-standard covariates (1/2)

Many variables collected:

Heterogeneous data (of various natures)

Incertain data (by interval)

Missing data

Heterogeneous, missing, incertain

Units xO ∈ X
? 0.5 ? 5

0.3 0.1 green 3
0.3 0.6 {red, green} 3
0.9 [0.25 0.45] red ?
↓ ↓ ↓ ↓

continuous continuous categorical integer
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Non-standard covariates (2/2)

And also:

Rank data

Directional data

Ordinal data

Functional data

Network data

. . .
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From non-standard to standard covariates

Idea

Define a mapping r from X (non-standard) to {1, . . . ,K} (standard)

r : X −→ {1, . . . ,K}
x 7−→ r(x).

Application to survival analysis

Similar x should have similar survival functions S(t|x).

r should group together similar values of x.

Apply standard survival analysis with r(x) as covariate: S(t|r(x)).

How to define r?

By using clustering methods on complex data.

Summarize the heterogeneity of x distribution by K homogenous areas.

For K large enough: S(t|r(x)) ' S(t|x).
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Clustering of complex data

Data

n individuals: x = (x1, . . . , xn) = (xO , xM ) belonging to a space X

Observed data xO

Missing data xM

Aim
Estimation of the partition z and the number of clusters K
Partition in K clusters G1, . . . ,GK : z = (z1, . . . , zn), zi = (zi1, . . . , ziK )′

ωi ∈ Gk ⇔ zih = I{h=k}

Mixed, missing, uncertain

Individuals xO Partition z ⇔ Group
? 0.5 red 5 ? ? ? ⇔ ???

0.3 0.1 green 3 ? ? ? ⇔ ???
0.3 0.6 {red,green} 3 ? ? ? ⇔ ???
0.9 [0.25 0.45] red ? ? ? ? ⇔ ???
↓ ↓ ↓ ↓

continuous continuous categorical integer
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Including complex covariates in survival analysis through mixture models

Model based clustering allow to cluster the data and to compute:

P(k|x) = P(ω ∈ Gk |x)

Cluster-specific survival analysis

P(T > t|x) =
K∑

k=1

P(T > t|x, k)P(k|x) =
K∑

k=1

P(T > t|�x, k)︸ ︷︷ ︸
key assumption

P(k|x) =
K∑

k=1

Sk (t)P(k|x)

with Sk (t) the survival function specific of cluster k.

Rationale
The clusters found, based on the heterogeneity of x, explain the variability of the survival times
T .

Strategy

Cluster complex data, x, with model based clustering

Learn each cluster specific survival function Sk (t) based on the data classified in cluster k
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Supervised classification (1/3)

Data: learning dataset D = (xO , z)

n individuals: x = (x1, . . . , xn) = (xO , xM ) belonging to a space X
Observed data xO

Missing data xM

Partition in K groups G1, . . . ,GK : z = (z1, . . . , zn), zi = (zi1, . . . , ziK )′

xi ∈ Gk ⇔ zih = I{h=k}

Aim: estimation of an allocation rule r from D

r : X −→ {1, . . . ,K}
xOn+1 7−→ r(xOn+1).
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Supervised classification (2/3)

Mixed, missing, uncertain

Individuals xO Partition z ⇔ Group
? 0.5 red 5 0 1 0 ⇔ G2

0.3 0.1 green 3 1 0 0 ⇔ G1

0.3 0.6 {red,green} 3 1 0 0 ⇔ G1

0.9 [0.25 0.45] red ? 0 0 1 ⇔ G3

↓ ↓ ↓ ↓
continuous continuous categorical integer
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Supervised classification (3/3)
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Semi-supervised classification (1/3)

Data: learning dataset D = (xO , zO)

n individuals: x = (x1, . . . , xn) = (xO , xM ) belonging to a space X
Observed data xO

Missing data xM

Partition: z = (z1, . . . , zn) = (zO , zM )

Observed partition zO

Missing partition zM

Aim: estimation of an allocation rule r from D

r : X −→ {1, . . . ,K}
xOn+1 7−→ r(xOn+1).

Idea: x is cheaper than z so n� nl
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Semi-supervised classification (2/3)

Mixed, missing, uncertain

Individuals xO Partition zO ⇔ Group
? 0.5 red 5 0 ? ? ⇔ G2 or G3

0.3 0.1 green 3 1 0 0 ⇔ G1

0.3 0.6 {red,green} 3 ? ? ? ⇔ ???
0.9 [0.25 0.45] red ? 0 0 1 ⇔ G3

↓ ↓ ↓ ↓
continuous continuous categorical integer
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Semi-supervised classification (3/3)
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Unsupervised classification (1/3)

Data: learning dataset D = xO , so zO = ∅
Aim: estimation of the partition z and the number of groups K

Also known as: clustering
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Unsupervised classification (2/3)

Mixed, missing, uncertain

Individuals xO Partition zO ⇔ Group
? 0.5 red 5 ? ? ? ⇔ ???

0.3 0.1 green 3 ? ? ? ⇔ ???
0.3 0.6 {red,green} 3 ? ? ? ⇔ ???
0.9 [0.25 0.45] red ? ? ? ? ⇔ ???
↓ ↓ ↓ ↓

continuous continuous categorical integer
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Unsupervised classification (3/3)
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Traditional solutions (1/3)

Two main frameworks

Generative models
Model p(x, z)
Thus direct model for p(x) =

∑
z p(x, z)

Easy to take into account some missing z and x
Predictive models

Model p(z|x) or sometimes 1{p(z|x)>1/2} or also ranking on p(z|x)
Avoid asumptions on p(x), thus avoids associated error model
difficult to take into account some missing z and x
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Traditional solutions (2/3)

No mixed, missing or uncertain data:

Supervised classification1

Generative models: linear/quadratic discriminant analysis
Predictive models: logistic regression, support vector machines (SVM), k nearest
neighbourhood, classification trees. . .

Semi-supervised classification2

Generative models: mixture models
Predictive models: low density separation (transductive SVM), graph-based methods. . .

Unsupervised classification3

Generative models: k-means like criteria, hierarchical clustering, mixture models
Predictive models: -

1Govaert et al., Data Analysis, Chap.6, 2009
2Chapelle et al., Semi-supervised learning, 2006
3Govaert et al., Data Analysis, Chap.7-9, 2009
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Traditional solutions (3/3)

But more complex with mixed, missing or uncertain data. . .

Missing/uncertain data: multiple imputation is possible but it should ideally take
into account the classification purpose at hand

Mixed data: some heuristic methods with recoding

How to marry the classification aim with mixed, missing or uncertain data?
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Density estimation (1/2)

Data: learning dataset D = xO , so zO = ∅
Aim: estimation of the distribution p(x)

Extension easy to: D = (xO , zO) with zO 6= ∅
Useful for: data imputation and multi-purpose classification!
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Density estimation (2/2)
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The mixture model answer in {∅,semi,un} classification

Rigorous definition of a group:

x1 ∈ Gk ⇔ x1 is a realization of X1 ∼ pk (x1)

Generative formulation:

Z1 ∼ MultK (1, π1, . . . , πK︸ ︷︷ ︸
π

)

X1|Z1k=1 ∼ pk (x1)

Joint and marginal (or mixture) distributions:

(X1,Z1) ∼
K∏

k=1

[πkpk (x1)]z1k

X1 ∼ p(x1) =
K∑

k=1

πkpk (x1)

Maximum a posteriori (MAP): with tk (xO1 ) = p(Z1k = 1|xO1 ) =
πkpk (xO1 )

p(xO1 )

r(x1) = arg max
k={1,...,K}

tk (xO1 )
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The mixture model answer for imputation

Straightforward also
x̂M = arg max

xM
p(xM |xO)
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The mixture model answer in density estimation

Mixture models: extremely flexible family of distributions
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Parametric mixture model

Parametric assumption:
pk (x1) = p(x1;αk )

thus

p(x1) = p(x1;θ) =
K∑

k=1

πkp(x1;αk )

Mixture parameter:

θ = (π,α) with α = (α1, . . . ,αK )

Model: it includes both the family p(·;αk ) and the number of groups K

m = {p(x1;θ) : θ ∈ Θ}

The number of free continuous parameters is given by

ν = dim(Θ)
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Continuous: Gaussian mixture model

p(·;αcont
k ) = Nd (µk , Σk︸︷︷︸

diagonal

)

−2

0

2

4

6 −4

−2

0

2

40

0.02

0.04

0.06

0.08

0.1

0.12

x2

x1

f(
x
)

−2 −1 0 1 2 3 4
0

0.05

0.1

0.15

0.2

0.25

0.3

0.35

x

f(
x
)

component 1   
component 2   
mixture density

31/58



Complex covariates Classifications Mixture models Mixture estimation Mixture application Survival application Conclusion

Categorical: latent class model

Categorical variables: d variables with mj modalities each, xji ∈ {0, 1}
mj and

xjhi = 1 ⇔ variable j of xi takes modality h

Intra conditional independence:

p(xcati ;αcat
k ) =

d∏
j=1

mj∏
h=1

(αjh
k )x

jh
i

and
αjh
k = p(X jh

i = 1|Zik = 1)

with αk = (αjh
k ; j = 1, . . . , d ; h = 1, . . . ,mj )
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Integer: Poisson mixture model

Integer variables: d variables xji ∈ N
Intra conditional independence:

p(xinti ;αint
k ) =

d∏
j=1

(αj
k )x

j
i

αj
k !

e−α
j
k
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Mixed data: conditional independence everywhere

The aim is to combine continuous, categorical and integer data

x1 = (xcont
1 , xcat

1 , x int
1 )

The proposed solution is to mix all types by inter conditional independence

p(x1;αk ) = p(xcont1 ;αcont
k )× p(xcat1 ;αcat

k )× p(xint1 ;αint
k )

In addition, for symmetry between types, intra conditional independence for each type

Also possible to incorporate any type of data by defining its univariate probability
distribution p(xtype1 ;αtype

k ).
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Sampling assumptions

True distribution:
D ∼ p(D)

Model distribution:

(xi , zi )
i.i.d.∼ p(x1, z1;θ)

Gap between both, but flexibiliy:

θ∗ = arg min
θ∈Θ

KL(p, pθ)

where
KL(p, pθ) = ED′ [ln p(D′)− ln p(D′;θ)]
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Observed-data log-likelihood estimation of θ

Principle: MLE
θ̂ = arg max

θ∈Θ
`(θ;D)

with

`(θ;D) = ln p(D;θ) = ln

∫
xM

∑
zM

p(x , z;θ)dxM

Consistency: we have

θ̂
a.s.−→ θ∗

Algorithm: SEM
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SEM algorithm

Initialisation: θ(0)

Iteration nb q:

E-step: compute conditional probabilities p(xM , zM |D; θ(q))

S-step: draw (xM(q), zM(q)) from p(xM , zM |D; θ(q))

M-step: maximize θ(q+1) = arg maxθ ln p(xO , zO , xM(q), zM(q); θ)

Stopping rule: iteration number

Properties

simplicity because of conditional independence

classical M steps

avoids local maxima

the mean of the sequence (θ(q)) approximates θ̂

the variance of the sequence (θ(q)) gives confidence intervals
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SE algorithm

A SE algorithm estimates then (xM , zM)

Iteration nb q:

E-step: compute conditional probabilities p(xM , zM |D; θ̂)

S-step: draw (xM(q), zM(q)) from p(xM , zM |D; θ̂)

Stopping rule: iteration number

Properties

simplicity because of conditional independence

the mean/mode of the sequence (xM(q), zM(q)) estimates (xM , zM)

confidence intervals are also derived
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Selection on the number of clusters K in the unsupervised setting

Model based clustering allows to use standard statistical tools to perform the selection
of the number of cluster K

BIC criterion to find the ”true” number of clusters:

BIC(K) = `(θ̂K ; xO)−
νK

2
log n.

ICL criterion to find ”well separated” clusters:

ICL(K) = `(θ̂K ; xO , ẑ)−
νK

2
log n.
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Software

A large variety of clustering packages on the CRAN

https://cran.r-project.org/web/views/Cluster.html

The MixtComp software

Can deal with:

Mixture models for heterogeneous variables

Large variety of variable types: continuous, categorical, rank, integer, ordinal,
functional . . .

Can deal with missing data, data by interval and partially known categorical
varibles

Main assumption: class conditional independence assumption

MixtComp available on the MASSICCC platform

https://massiccc.lille.inria.fr : a web platerform to perform clustering.
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Focus on the MASSICCC platform (1/4)
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Focus on the MASSICCC platform (2/4)
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Focus on the MASSICCC platform (3/4)
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Focus on the MASSICCC platform (4/4)
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The lung dataset4

Survival in 228 patients with advanced lung cancer from the North Central Cancer
Treatment Group.
Variables:

inst: Institution code

time: Survival time in days

status: censoring status 1=censored, 2=dead

age: Age in years (numeric)

sex: Male=1 Female=2 (categorical)

ph.ecog: ECOG performance score (0=good 5=dead) (categorical)

ph.karno: Karnofsky performance score (bad=0-good=100) rated by physician
(numeric by interval)

pat.karno: Karnofsky performance score as rated by patient (numeric by interval)

meal.cal: Calories consumed at meals (numeric)

wt.loss: Weight loss in last six months (numeric)

4available in the R package survival
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Preprocessing of the lung dataset

Sample of the original dataset

inst time status age sex ph.ecog ph.karno pat.karno meal.cal wt.loss
1 3 306.00 2.00 74.00 1.00 1 90 100 1175 NA
2 3 455.00 2.00 68.00 1.00 0 90 90 1225 15
3 3 1010.00 1.00 56.00 1.00 0 90 90 NA 15
4 5 210.00 2.00 57.00 1.00 1 90 60 1150 11
5 1 883.00 2.00 60.00 1.00 0 100 90 NA 0
6 12 1022.00 1.00 74.00 1.00 1 50 80 513 0

Sample of the dataset imported in MASSICCC5

age sex ph.ecog ph.karno pat.karno meal.cal wt.loss
1 74.00 1 2 [85:95] [95:100] 1175 ?
2 68.00 1 1 [85:95] [85:95] 1225 15
3 56.00 1 1 [85:95] [85:95] ? 15
4 57.00 1 2 [85:95] [55:65] 1150 11
5 60.00 1 1 [95:100] [85:95] ? 0
6 74.00 1 2 [45:55] [75:85] 513 0

5available at https://goo.gl/FUT2CN
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Importation of the lung dataset in MASSSIC
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Defining the job options in MASSSIC
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Selected number of clusters by ICL
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Interpretation of the clustering in K = 3 clusters

Class proportions Relative importance of the variables

Distribution of the variable ph.karno according to the cluster
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Exportation of the results as an R object

output : output of the best model
strategy: strategy used for the parameters estimation
mixture: general characteristics of the model
variable: class specific parameters of the model

⇒ computation of the class posterior probabilities P(ω ∈ Gk |x)
(output$variable$data$z class$stat),

⇒ clustering of the individuals in the most likely cluster arg maxk P(ω ∈ Gk |x)
(output$variable$data$z class$completed),

⇒ performing a survival analysis per cluster.
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Clusterwise survival analysis of the lung dataset (1/2)
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Clusterwise survival analysis of the lung dataset (2/2)

Possibility to use a Cox modela with the cluster variable, cl, as
explicative variable

aR package survival

Significant effect of the cluster variable
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Mixture models a very flexible tool to cluster any type of data with any type of
uncertain data

MASSICCC platform is available to perform clustering in SaaS mode

Produced clusters can be used in a standard survival analysis
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