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ABSTRACT
In this paper, we demonstrate how NDN can be used as network
primitive on low-cost robots with the Robot Operating System
(ROS).
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1 CONTEXT
In the near-future, humans will interact with swarms of low-cost,
interconnected robots. Such robots will hence integrate the Internet
of Things, and coin the term IoT robotics.

The simplest robots can be modeled as shown in Fig. 1, i.e. a
control loop coupling a sensor, an actuator and a controller module.
A sensor module retrieves, transforms and makes sensor data avail-
able for other modules. An actuator module receives commands
from a controller and translates it for the actuator hardware. A con-
troller module implements a behaviour by taking into account user
commands and sensor data, and sends commands to the actuator.
A controller may receive commands from another controller (in
which case the former behaves partly like an actuator).

Generally, each module consists of both hardware and software.
Robot software is thus typically distributed over several computing
units communicating with one another : microcontrollers executing
real-time tasks, embedded computers managing the autonomous
behaviours, remote computers enabling operators to monitor or
control the robot.

In this context, using ROS (Robot Operating System [4]) is cur-
rently the dominant approach to implement distributed robotic
software modules communicating with one another. ROS nodes
can publish or subscribe to topics, which are named and typed data
streams sent over the network. In this paper, we present preliminary
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work exploring the potential of using NDN as network primitive
for ROS2 nodes (the newest version of ROS [6]).

2 NDN-BASED IOT NETWORKING FOR ROS
As an improvement over ROS, ROS2 has an abstract middleware
interface (RMW, ROS MiddleWare). Thus di�erent network mod-
ules can be implemented in ROS2. The current one relies on pub-
lish/subscribe based on DDS [7] running on top of TCP/IP and mul-
ticast – a combination not ideally suited for low-end IoT hardware.
For instance, the reference ROS2 implementation so far requires
700kB of Flash memory and 60kB of RAM for a very simple user
application, including the OS and the networking module [7]. Such
requirements do not �t low-end IoT hardware [3], which typically
provide 100kB Flash and 20kB RAM in total, for the whole OS and
application logic. Previous work [1] [5] has shown that NDN can
provide an IoT network module with very small memory require-
ments: as small as 5kB of RAM and 16kB of Flash. Furthermore, the
principle of naming data in NDN is similar to ROS’s topics. Hence,
our idea is to test NDN primitives to provide an alternate network
module for ROS2 on low-end IoT robotics hardware.

Matching NDN primitives with ROS. NDN is based on a re-
quest/response pattern, while ROS requires its network module to
provide publish/subscribe. This gap could be �lled by prior work ex-
tending NDN with pub/sub functionality, such as COPSS [2]. Such
extensions de�ne a "Rendez-vous Point" (RP) which centralizes the
data from publishers and synchronizes with subscribers. Due to the
potentially high rate of message sending in robotics, the central RP
leads to a bottle-neck and unacceptable delays. Incidentally, one
of the main design goals of ROS2 (compared to ROS) is to avoid
such centralized approaches. We hence designed and implemented
a consumer-driven alternative mechanism as described below.

We assume that content �ts in a single MTU, and that names (e.g.
a command or a sensor reading) include a monotonically increasing
sequence number, marking the order in which subsequent content
was produced. We further assume consumers are precon�gured
with the name of producers and corresponding FIB entries. These
assumptions are reasonable for software modules of a simple robot
communicating with one another. Nevertheless, ROS expects the
producer pushes new data, thus dynamically tuning the rate of data
retrieval, while with NDN the rate is consumer-driven. We thus
had to devise a simple auto-adjustment mechanism for the rate at
which Interests are sent by consumers. Note that here, contrary
to traditional congestion control mechanisms, the consumer does
not know if there actually is data to be retrieved. Hence a time-
out cannot be simply interpreted as congestion/loss, but is more
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Figure 1: Robot control architecture

likely to signal that newer data has not yet been produced, and the
consumer thus needs to lower its Interest sending rate. To adapt its
Interest rate, we thus use the following two-step process.

Dynamic Interest Timeout. First, a consumer sends a boot-
strap Interest for a well-known name to the producer, to retrieve
the current sequence number for this content. Then, the consumer
sends Interests for subsequent content with sequence numbers
with a rate adapted as follows. At any time, only we keep at most
one pending Interest per content, and as soon as a PIT entry is
removed/consumed, the subsequent Interest (resp. the Interest re-
transmit) is generated, with its associated PIT entry. Let t be the
timeout for PIT entries and Interest retransmit. If a PIT entry times
out, t is doubled (for the Interest retransmit). If the content is re-
ceived before t/4 then t is halved for the next Interest to this content.
If the content is received before timeout but after t/4, then t is left
unchanged for the next Interest to this content. Initially, t has the
value tmax , the master controller refresh rate, which can be as-
sumed to be precon�gured. In practice, t is kept between tmax and
tmin , another precon�gured value tuning reactivity.

3 IMPLEMENTATION & PRELIMINARY TESTS
We implemented a proof-of-concept network module for ROS2
based on NDN using NDN-RIOT [5]. We then tested ROS2 en-
hanced with our implementation on a simple robot using low-end
IoT communications modules: Atmel SAMR21 boards, based on
low-power ARM Cortex M0+ microcontrollers and IEEE 802.15.4
communication.

Implementation details: We take advantage of themultithread-
ing and IPC capabilities of RIOT. The NDN thread is a basic NDN
router node, which considers the user application and the network-
ing stack as 2 di�erent faces. The user application uses callbacks
to handle the arrival of an interest message (for the publisher) and
to handle the arrival of a data message or a timeout associated
with a previously sent interest (for the subscriber). Note that the
implementation is MAC-layer independent, e.g. can be debugged
on top of an ethernet emulator (with RIOT native).

Demo setup: We built a simple 2-wheeled robot wirelessly
remote-controlled by a gyroscope. The robot’s angular speed is
controlled by the angle of the 1 dimension gyroscope. One SAMR21
board controls the robot’s motors while another SAMR21 board
extracts raw gyro data, and computes the angle. Note that in this
con�guration, the actuator module and the controller module (see
Fig. 1) run on the same board.

The consumer and producer use the topic name /gyro/angle,
and content is a series of �xed point numbers representing the
gyro angle in radians. The subscriber, which only knows the topic

Figure 2: Wheeled robot and remote control

name, �rst sends the bootstrap interest for a well-known name
/gyro/angle/sync to get the latest data published associated with
its sequence number. By convention, the content of such a name is
never cached by potential intermediate nodes (only the producer
knows for sure what the latest sequence number is). Once the
current sequence number is known, the consumer sends subsequent
interests for the names /gyro/angle/<sequence number>, at a
rate driven by DIT. If synchronization is lost at some point down
the line (detected via too many timeouts in a row) the consumer
reverts to the bootstrap phase of DIT and starts over. Note that,
using this approach in cases where several nodes are consumers
for the same content, the content could be cached at potential
intermediate nodes to decrease tra�c near the producer.

In our demo, we will show the robot moving, controlled remotely
by the gyro and NDN with DIT over wireless. In terms of user
experience, we achieve an RTT lower than 20ms, far less than the
maximum 100ms typically required for the control to be �uid.

4 CONCLUSION & NEXT STEPS
In this demo we demonstrate how NDN can be used as network
primitive for ROS on low-cost robots in the Internet of Things. Our
next steps are to test NDN on robots embarking more sensors and
actuators – thus more consumers, and more producers which could
be discovered dynamically. We will also test this approach in cases
where some modules interact through Internet (higher RTT) where
it might be bene�cial to send several interests in advance. In e�ect,
complementary ROS features such as nodes discovery and services
would be implemented and could be tested on low-end IoT robots.
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