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SUMMARY	
	

Cécile	Germain	– Université	Paris	Sud	



Most	slides	here	are	extracted	from	the	workshop		
presenta@ons		

Disclaimer	



  Kyle	Cranmer	-	Broad	HEP/ML	Framing	
  Maurizio	Pierini	-	DSHEP	Review	
  Amir	Farbin	-	Example	Data	Sets	&	Challenges	
  Mike	Wiliams	-	Machine	Learning	in	the	trigger	of	
LHCb	

Introduc@ons	to	HEP-ML	















	
	The	(unsupervised)	manifold	hypothesis:	real	high	dimensional	world	data	is	likely	to	
concentrate	in	the	vicinity	of	non-linear	sub-manifolds	of	much	lower	dimensionality.	
The	manifold	hypothesis	for	classifica@on:	points	of	different	classes	
are	likely	to	concentrate	along	different	sub-manifolds,	separated	by	low	density	regions.	
(Rifai	2011)	



  Data	Analysis:	be\er		
  Simula@on:	faster	
  Reconstruc@on:	be\er	and	faster	
  Trigger:	increase	throughput	
  Data	quality	monitoring:	automate	

The	nails	





Hammer	

Tradi@onal	supervised	learning	–	classifica@on	at	
moderate	scale	

	
  Glen	Cowan	-	Sta@s@cal	Treatment	of	DATA	in	HEP	
  Clayton	Sco\	-	Weakly	Supervised	Learning	
  Tobias	Golling	-	Flavour	Tagging	and	ML	
  Rita	Osadchy	-	Hinge-Minimax	Classifiers	
Q.	Is	jet	tagging	(classifica@on?)	a	poten@al	Challenge?	
well	defined,	interes@ng	testbed	for	end-to-end	vs	

hiérarchique.	

	





The Goal 15	

•  Want to reject the “No Higgs” hypothesis (  + ) 
•  Hopefully measure the size of  the 

The	Higgs	Boson!	

ATLAS-CONF-2017-043	













  Convolu@onal	NN:	high	dimensional	
  Classifica@on,	regression	:	tracking,	flavour	tagging,	
neutrinos	

•  Amir	Farbin,	Example	Data	Sets	&	Challenges	

  Genera@ve	adversarial:	simula@on	
•  Ben	Nachman,	GAN	applica@ons	(in	par@cular	calorimeter	
simula@on)	

ML	=	DNN?	



And	no	transla@onal	invariance	





  Adversarial	MLP	networks:	model-free	profiling	
  Daniel	Whiteson,	Gaining	physics	insight	from	ML		
  Michael	Kagan	Domain	Adapta@on	&	Systema@cs	in	HEP	

  Recurrent:	integra@ng	some	domain	knowledge	
Kyunghyun	Cho.	Sequen@al	and	Recursive	Learning,	part	2	

  Jean	Roch	Vlimant,	ML	Techniques	in	Tracking	

ML	=	DNN?	



The	Higgs	Boson!	

The Goal 25	

•  And we need to know how wrong these predictions 
could be… 

ATLAS-CONF-2017-043	



Sources of  Systematic Uncertainty 
•  Experimental 

–  How well we understand the detector and our 
ability to identify / measure properties of  
particles given that they are present 

•  Theoretical 
–  How well we understand the underlying 

theoretical model of  the physical processes 

•  Modeling uncertainties 
–  How well can I constrain backgrounds in 

alternate data measurements / control regions 

26	ATLAS-CONF-2017-041	



Adversarial Networks 27	

•  Adversary is built to predict the value of  Z given the classifier 
output 
–  If  adversary can predict Z, than there is information in f(…) about 

nuisance parameter, i.e. f(…) and Z are correlated in some way 

G.	Louppe,	M.	K.,	K.	Cranmer,		
arXiv:1611.01046		



  No	free	lunch	results		
  We	cannot	learn	solely	from	examples	without	prior	assump@ons	
(induc@ve	bias).	

  Universal	learning	is	impossible	(no	poly-@me	learning	rule)	
	

DNN	=	“Universal”	hammer?	Of	course	not	



  Theore@cal	frameworks	for	analyzing		
  The	architecture-applica@on	interac@on	for	CNN	

•  Amnon	Shashua,	Expressive	Efficiency	and	Induc@ve	Bias	of	Convolu@onal	Networks:	
Analysis	&	Design	via	Hierarchical	Tensor	Decomposi@ons.		

  The	rela@ons	between	op@miza@on	and	generaliza@on	error:	stochas@c	
op@miza@on	as	generalized	learning,	and	rescaling-invariant	gradient	
descent	Path-SGD	-	More	directly	dependent	on	the	func0ons	
computed	by	the	network,	not	the	vector	of	weights	

•  Na@	Srebro	Universality,	Implicit	and	explicit	Biases	in	Learning,	including	
Deep	Learning	

•  Shai	Shalev	Deep	Learning:	Successes	and	Failures	
  The	learning	process	as	informa@on	compression	

•  Naoali	TishbyNaoali	Tishby,	The	sta@s@cal	physics	of	Deep	Learning	

DNN	=	versa@le	hammer		





Shai	Shalev	Deep	Learning:	Successes	and	Failures	

Weight	sharing	is	cri@cal	to	lean	more	than	low-
frequency	(degree)	events	

Pretraining	is	a	prac@cal	method,	but	precludes	
end2end		



  Andreas	Salzburger	-	Tracking	Challenge 		
  Jean	Roch	Vlimant	-	ML	Techniques	in	Tracking	
Tracking	is	not	typical	pa\ern	recogni@on,	nor	regular	sequence,	
nor	usual	clustering.	
	

Tracking	

HEP.TrkX	Project		
➢	Pilot	project	funded	by	DOE	ASCR	and	
COMP	HEP,	Part	of	HEP	CCE	
➢	Mission	
Explore	deep	learning	techniques	for	
track	forma@on	



Shai	Ben	David	-	How	Far	Are	We	From	Having	a	
Sa@sfactory	Theory	of	Clustering?	
•  model	selec@on	-	how	should	a	user	pick	an	
appropriate	clustering	tool	for	a	given	clustering	
problem,	and	how	should	the	parameters	of	such	an	
algorithmic	tool	be	tuned?		

•  In	contrast	with	other	common	computa@onal	tasks,	
in	clustering,	different	algorithms	ooen	yield	
dras@cally	different	outcomes.		

Best	hammer	so	far	







Kyunghyun	Cho.	Sequen@al	and	Recursive	Learning	

  Rela@on	with	physics-aware	ML?	

Integra@ng	domain	knowledge	









Interpretability	
.		Understanding	what	algorithm	learns	
–	This	is	a	different	ques@on	not	relevant	for	
our	mo@va@on	
•	Ok	to	replace	current	black	box	with	new	
black	box	
–	We	can	calibrate	with	data	

Danilo	Rezende,		
Approximate	Inference	and	Genera@ve	Models	





  A	very	efficient	way	to	communicate	with	the	TH/MC	
community	has	been	to	keep	a	wishlist	from	the	HEP/EXP	
community.		
Wishlist:	the	experiments	could	provide	a	specific	formula@on	
of	the	ques@on,	a	clear	defini@on	of	the	figure(s)	of	merit	and	
realis@c	datasets	to	further	solve	the	issues?	

  The	essen@als:	game	changers	for	the	physics		
  	Trigger:	classifica@on	and	clustering	(Nice	e.g.	from	LHCb).	
  Tracking:	clustering	(reconstruc@on	@me	in	very	dense	pile-up	
challenge)	

  Simula@on:	Genera@ve	Networks	(simula@on	@me	of	the	ATLAS	
calorimeter	showers).	

From	Marumi	Kado	



  Features	improvements	(very	interes@ng	but	not	essen@al).	
  	ME	genera@on:	Integra@on	(for	higher	order	MC	programs).	
  	Calorimeter	clustering:	clustering.	
 	 Jet	clustering	and	iden@fica@on:	clustering	and	classifica@on.	
  	Pile-up	mi@ga@on:	classifica@on.	
 	 Electron	and	photon	iden@fica@on:	clustering	and	classifica@on.	
  B	and	C	tagging:	classifica@on	and	clustering	(could	substan@al	improvement	be	

gained	from	DNNs	star@ng	from	low	level	variables?).	
  Analysis	and	systema@cs:	classifica@on	and	adversarial	networks.	

  Prospec@ve	and	perhaps	too	ambi@ous:	can	data	and	ML	teach	
us	about	physics?		

  GEANT	tuning	with	data?	
  Finding	the	right	PS	parametrisa@on	for	the	best	split	func@on?	

Wishlist	



  I	would	do	the	following	:	-	I	would	pick	a	physics	
measurement	which	is	systema@cs	dominated	(or	will	
be	at	Run	2,	by	end	2018)	-	part	of	the	PhD	would	be	
to	exercise	different	systema@cs	mi@ga@on	technique	
(«	tradi@onal	»,	tangent	prop,	pivot,	parameterised	
learning...)	,	first	with	a	simplified	toy	set	up,	then	
with	the	full	analysis,	aiming	at	a	final	Run	2	ATLAS	
publica@on	using	one	of	these	thechnique	

Systema@cs	



Projects of Interest (Rita Osadchy)

• Calorimeter	classifica@on	using	data	from	a	stack	of	
3	detectors	(including	improvements	of		
clustering	).	

• More	principled	(end-to-end)	approach	to	b-
tagging	(using	graph	networks)	

•  Tracking	challenge		
•  Exploring	methods	from	computer	vision		
•  Formula@ng	the	problem	as	a	clustering	problem	where	
trajectories	are	clusters	(manifolds)		

• Domain	adapta@on	
• Understanding/exploring	deep	networks	
robustness	(in	HEP)	



ML applications for fast local reconstruction  

Next generation calorimeters will be extremely granular and difficult to 
handle with rule-based algorithms, while Deep Learning might be more 
suitable (see experience in neutrinos). In order to transition to a full ML 
approach, one would need 

A clustering algorithm that makes particle candidates (see the discussion at 
the workshop on how to optimize similarity given a clustering algorithm) 

A set on classifier and regression algorithms that associate to each cluster 
an hypothesis (electron, pion, etc) and a measurement of energy and 
direction 

A classifier that distinguish “intereting” particles from those originating from 
pileup collisions 

An algorithm (trained in adversarial) that would morph the simulated events 
into real data (e.g. those obtained in testbeams) 

The CMS HGCAL for High-Luminosity LHC could be used as a benchmark 
for this project 



Fast DL Inference for trigger applications 

The project consists in developing tools to optimize the inference of 
given NN models on parallel architectures (e.g., FPGAs and GPUs), 
targeting a latency of O(10 ms), typical of the L1 hardware-based 
layer of a trigger system for the LHC experiments. Connecting to the 
“ML applications for fast local reconstruction” project, this project 
would allow to deploy the models developed in that context in the 
early stages of the data acquisition system. The main task will be in 
finding the optimal solution between the model complexity, the 
inference time, and the hardware platform used at this purpose.  

The project could focus on specific local-reconstruction tasks (i.e., 
muons in the muon stations, clusters in the calorimeter), on the high-
level steps of the reconstruction, which put together these information 
(so-called trigger primitives) into a coherent view of the event, or on 
the selection algorithms themselves (e.g., regression models to 
improve resolution) 



l  Non-flat Geometries in Neural Networks 
-  Nati Srebro (TTIC) made a compelling case for alternative 

distance measures – perhaps a problem has been the implicit 
assumption of a flat space in which a Euclidean distance is 
sufficient. What if one considered curved or highly warped 
hyperspaces where non-Euclidean methods are more 
appropriate? 

-  It’s possible that where we have seen statistical mechanics/
information theory as useful for understanding learning, a kind of 
“General Relativity” - movement in non-flat space – would be 
equally useful for machine learning. 

l  “Path Integral Formulation” 
-  As was noted by K. Cranmer and others, Srebro’s distance 

measure resembles the Feynman Path Integral Formulation – is 
there more to be learned there?	

Machine	Learning	Ques@ons	–	One	Physicist’s	
Perspec@ve	


