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Abstract—In this paper we describe a P2P network that is
designed to support VoD services. This network is based on a
video file sharing mechanism that classifies peers according to
the window (segment of the video) that they are downloading.
Such classification allows identifying peers that are able to share
windows among them, so one of our major contributions is
the definition of an efficient and easy-to-implement video file
sharing mechanism. Considering that cooperation among peers
can be insufficient to guarantee an appropriate performance
of the system, we also propose that the P2P network must be
assisted by upload bandwidth from servers; we complement this
idea by defining a highly efficient resources distribution scheme
that prioritizes peers that are in windows with resources scarcity
(we called it Prioritized Windows Distribution scheme). Given the
above described system and on the basis of a fluid model and a
Markov chain, we developed a methodology that allows selecting
the design parameters values of the network (e. g. windows sizes
and minimum servers upload bandwidth), that satisfies a set of
target values for QoE parameters (e. g. MOS as a function of
initial delay).

Index Terms - Video-on-Demand, Peer-to-peer Network, Marko-
vian model, Fluid model, Window-Based Peer Selection, Video QoE

I. INTRODUCTION

Per-to-Peer (P2P) networks have been widely analized in
order to increase the capacity of systems by having nodes
that cooperate to alleviate data traffic at the servers. Un-
like conventional client/server systems which experience a
stark performance degradation when the number of clients
increases, P2P networks are able to scale much better be-
cause their capacity also increases with the number of users.
Originally, P2P networks were designed to distribute files
whose download times were not very restricted, since those
files were suppose to be used only after their download
completion; however in recent years a large body of research
has been focused on analyzing the same kind of networks, but
supposing that the distributed file is a video whose playback
is initiated even if its download is still in progress. Services as
Live IPTV and Video on Demand (VoD) have been analyzed
in the context of P2P networks in [1], [2] and [3]-[11]
respectively.

Particularly, VoD streaming has become widely popular
since it considerably reduces the startup time or initial delay of
the video playback process, since it is not necessary to wait for
the complete download of the file, and it allows subscribers to
select and playback a video, as well, as rewind, fast-forward,
pause or stop such video at any time. These features had made

VoD services very attractive and nowadays they represent an
important proportion of the current internet traffic. According
to [12], VoD represented approximately 23% of the total
traffic in mobile networks during 2015 in North America and
it is expected that this trend will continue in future mobile
networks [13].

Considering this, it is highly probable that P2P networks
will be a key technology for the distribution of video content
in the next generation of wireless communications, including
the fifth generation of mobile systems (5G); indeed, several
works have recently addressed this issue by proposing strate-
gies to allocate resources in this context [14], [15] and in this
paper we also analyze this kind of networks and propose a
resource allocation scheme as a function of QoE parameters.

One protocol that has had a lot of impact in the development
of P2P networks is BitTorrent. In this protocol, the main
idea is to divide the files into many pieces called chunks.
To download a file, peers exchange these chunks following
some rules. The BitTorrent protocol differentiates two types
of peers: leeches, which are peers that have a subset (possibly
the empty one) of the chunks that compose the file; and seeds,
which are peers that have downloaded the whole file and
remain in the system to share their resources. Both leeches and
seeds cooperate to upload the file to other leeches. Whenever
a peer joins the system with the objective of downloading the
file, it contacts a particular node called tracker which has the
complete list of peers that have part or all the file’s content.
Then, the tracker returns a random list of potential peers that
might share the file with the arriving peer. At this point, the
downloading peer contacts the peers on the list and establishes
which chunks it is willing to download from each peer it is
connected with.

BitTorrent is not suited for VoD applications, since chunks
are distributed over the network in no particular order, while
VoD services require a certain order on the download pro-
cess to be able to guarantee a low initial delay. However,
BitTorrent can still be used for streaming VoD services by
making relatively minor modifications. The window-based
peer selection scheme described in [16], [17] is an example
of such modifications.

In [16], [17] the following procedure is proposed. The set
of ordered chunks that composed the video file is divided
into NV segments of equal size that we called windows. These
windows are denoted by wg, w1, ..., wy_1, and they follow



the chunks’ order in the stream. The basic idea is that peers
that are downloading the file at close points in the stream are
in general grouped in the same window. As a consequence, all
leeches have accurate knowledge about the specific peers in
possession of potential chunks to share. Moreover, leeches that
are downloading the file at window w; can download chunks
from peers in any group downloading the file at window
w; for j > 1. Conversely, the peers downloading the file in
window w; can serve any other peer downloading the file at
window w; for j < i. By enabling this peer selection strategy,
downloading peers only have to know the current window of
the peers rather than the chunks that each peer posses. This
facilitates the task of identifying the peers to connect to. For
this window-based strategy, it is assumed that: a) Leeches
begin the file downloading process at window zero; b) Leeches
at window ¢ do not leave the current window until all chunks
in it are downloaded and c) Peers download any chunk in
a given window with no predefined order. The information
about the individual downloading progress of each peer in
the system is registered at the tracker. As it can be noticed,
this window-based strategy does not require major changes to
the original BitTorrent system.

In order to effectively implement this window-based
scheme it is imperative to provide a methodology that allows
selecting the appropriate number of windows in the system,
which in turns defines the number of chunks per window. This
value plays an important role on the average initial delay of
the video playback, which is a major performance parameter.

Another important metrics that are commonly used to mea-
sure the performance of a video playback are the probability
that a pause occurs and the average duration of that pause. In
order to guarantee an acceptable performance of the system,
we develop a mathematical analysis that allows the system
manager to guarantee a certain level of user satisfaction, also
known as Quality of Experience (QoE).

Through numerical results we evaluate the analytical ex-
pressions derived in this work and we conclude that in order to
guarantee an acceptable level of the QoE the system requires
the use of additional bandwidth that has to be provided by
the network manager. Indeed, relying solely on the bandwidth
of peers can not guarantee an acceptable performance under
some conditions that depend on the random nature of arrivals
and departures of peers and the level of peers cooperation.
Specifically, we calculate the exact amount of additional
bandwidth required to achieve conditions that guarantee that
all leeches in the system download the file at the maximum
rate.

Evidently, the use of this additional bandwidth increases
the implementation cost of the system. As such, we propose
two novel schemes to reduce as much as possible the required
extra bandwidth while maintaining the required QoE levels:

o First, we propose a novel chunk distribution scheme,
named Prioritized Window Distribution (PWD), where
the additional servers provide more bandwidth to leeches

in higher windows rather than a uniform distribution
as it was originally proposed. The rationale behind this
scheme is that leeches in lower windows are served by
seeds and other leeches in higher windows, while leeches
in higher windows are only being served by seeds and a
small amount of leeches. As such, a uniform distribution
assigns a small amount of resources to leeches in higher
windows.

e Second, we propose the use of a different size for the
initial window in order to reduce the initial playback
delay. As such, this mechanisms allows to guarantee
a QoE level target and by adjusting the rest of the
parameters the probability and duration of a playback
interruption are also reduced.

Finally, we provide strict guidelines in order to establish the
system parameters in such a way as to provide QoE guarantees
in different system conditions.

The rest of the paper is organized as follows: Section
IT discusses some of the previous work in the area and
makes a detailed comparison with our work. Then, section
III presents in detail the window based system including the
main assumptions and considerations. Section IV explains
the assisted server bandwidth proposal in order to attain
abundance conditions in the system including the prioritized
window distribution scheme to reduce the amount of extra
server capacity. Following this, in Section V we derive the
probability distributions of initial delay and interruption du-
ration. Then, the implications of the window-based scheme
on the QoE level is discussed in Section VI. Building on
this, we provide strict guidelines to attain such QoE levels
considering different system conditions. We end this paper
discussing relevant numerical results and conclusions.

II. RELATED WORK

One of the earliest works that pointed out the advantages
of complementing traditional client-server networks with P2P
systems in the context of video services was [18]. There,
the authors demonstrate how much upload bandwidth from
servers can be reduced by implementing a hybrid network.
In recent years, a great researching effort from different
perspectives has been made on analyzing this kind of systems
in order to make them more efficient.

Some works have been focused on defining efficient P2P
networks topology, e.g. in [3] a hybrid tree-mesh topology
is proposed. Other researchers have identified that a way to
increase a P2P network capacity is by implementing strategies
that efficiently distribute content (videos) among the popu-
lation of peers, examples of this kind of works are [4]-[6].
Schemes that incentivize cooperation among peers to increase
the upload network capacityhas has been proposed on works
such as [6]—[8] and [20]. Finally, the main focus of some other
researchings has been on defining schemes that determine
which peers are the most appropriate to serve a downloader
(given the network topology, the video distribution and a level



of cooperation among peers) in order to improve a QoS or
QoE parameter; some examples of this kind of research are
[71, [9], [10], [14], [15], [20]. The scheme described in this
paper belongs to the last classification, because the proposed
window-based scheme defined which peers are capable to pro-
vide service to a given downloader; however, our contribution
is not limited to that, since in addition we propose an efficient
scheme to distribute the server resources. To our knowledge,
this kind of proposals has not been published so far.

On the other hand, different analytical tools have been used
to model P2P networks, including fluid models. In [19] a fluid
model is proposed to analyze P2P networks and it is used to
calculate performance parameters such as the number of peers
in steady state in the system, as well as the average time
required to download a file; however, the proposed scenario
in that work do not consider the specific features of VoD
services. In [16], [17] the fluid model was applied to a VoD,
P2P network, where the shared video is split into windows in
order to simplify the chunks interchange among peers. In this
paper we also aanlyzed a windows-based P2P network, but we
additionally consider that it is assisted by servers bandwidth
and that the size of the initial window is different from the
reamining ones. In recent years, some other papers have also
reported analyses of VoD services over P2P networks that are
based on fluid model, including [5], [11], [14], [20].

Among the works that were mentioned in the two previous
paragraphs, [5], [7], [11], [20] are the most related to ours.
In [7], a window-based P2P network is also described, the
authors consider the existence of three buffers and a different
strategy must be used to upload chunks to the network from
each of them. The reason to propose such a scheme is the
supposition that the peer storage capacity is limited; however,
recent advances in hardware technology make low-priced
devices increasingly equipped with abundant memory [20],
and consequently in our system we propose the existence
of only one buffer, which allows us to propose a sharing
mechanism that is significantly simpler than the one described
in [7].

In [20], it is presented a system which achieves scheduling
video sharing between peers by adopting a dynamic buffering-
progress-based, i. e. a downloader receives chunks only from
peers with a similar playback progress; though this scheme
has some similarities with the window-based scheme that
we propose (the chunk sharing mechanism is based on the
download progress of peers), and in both works a fluid
model is used, the analysis perspective is quite different, e.
g. where they propose that leeches stay in the system until
the downloading is finished, we use a more realistic model
in which leeches can leave the system at certain rate (denote
by 6). Additionally, in that work, as well as in ours, one of
the main targets is to reduce the required server bandwidth;
however, we are interested in reducing it by proposing an
efficient distribution among peers (PWD scheme), rather than
incentivizing cooperation, as they propose.

In [11], the authors propose a modeling framework to
compute the required server bandwidth, which has several
similarities to our modeling: Poisson arrival process, analysis
restricted to only one video, homogeneous download rate.
Though the model that they propose considers a wider range
of scenarios (non-stationary traffic, heterogeneous upload rate)
than ours; our contribution isnt limited to compute the re-
quired server bandwidth, we also propose the aforementioned
PWD scheme and evaluate its effect on the amount of required
server bandwidth; hence we consider that these works can be
complementary.

Additionally, in [11] the server bandwidth is computed con-
sidering that no interruptions occur during the playback pro-
cess; however, a more significant reduction of those resources
could be achieved by allowing the occurrence of initial delays
and interruptions, provided that their durations and occurrence
probabilities dont degrade significantly the users experience
(measure trough QoE parameters); the integration of such a
consideration, as well as its analysis, is one of the major
contributions of this paper, since none of the above described
works has addressed it and, to our knowledge, little research
has been done about it. In order to consider the effect of QoE
parameters, we use the experimental results reported in [21],
where relations between QoS parameters (initial delays and
interruptions duration) and QoE parameters (Medium Opinion
Score, widely known as MOS) are established.

III. THE MODEL FOR THE WINDOW-BASED SYSTEM

In this section we present the mathematical model for the
conventional window-based strategy proposed for chunk se-
lection download focused on stored streaming video services.
We refer to this system as conventional since it relays only on
the bandwidth shared by the peers in the network as proposed
to [16], [19]. As it is shown below, the QoE guarantees in this
system can be achieved only in very particular conditions,
outside the capabilities of the network manager, since he can
only relay on the cooperation among users. Also, this section
presents the main assumptions and parameters of the system.

For the sake of facilitating the reading of this section as
well as the following ones, we summarize the most relevant
variables that are used throughout this paper, in Table I at the
end of Section VI

The number of leeches downloading in window w; at time ¢
is denoted by x;(t). The total number of leeches in the system
at time ¢ is denoted by xz(t), that is:

N-1
a(t) =Y ai(t). )
i=0

There is a single file in the system, assumed for simplicity
to be of size 1 as in [19]. The number of seeds in the system
at time ¢ is denoted by y(t). Seeds share all chunks with
leeches, independently of their current window. Additionally,
according to the window-based strategy a leech can send all
of its chunks to any leech on previous windows. We also



assume that at any given time there is at least one seed in the
system, in order to prevent the starving of the system. Also,
we assume that new leeches arrive at window 0O according to
a Poisson process with rate A. The transition rate from any
peer at window ¢ to the immediate superior one is denoted by
7; and that a leech leaves the system before the completion
of the download or the playback process with rate 8, while a
seed leaves the system with rate v. We assume that all peers
have the same physical characteristics. Specifically: they all
have the same uploading bandwidth p (in files/sec, recall that
the file size is 1). We denote by 1/c the (mean) time needed
to download the whole file without interruptions working at
full capacity, so that c is the maximal download rate for any
peer, in files/sec, where ¢ > p. The mean time needed to
download a window is thus (1/¢)/N; we denote by ¢,, = Nc¢
the corresponding window download rate. In the same way,
L = N .

All peers have complete knowledge of the system, i.e., all
peers know in which group any other leech is. In a BitTorrent
system, this can be done at the tracker. As such, if the number
of leeches and seeds is sufficiently high, all leeches download
the file at the maximum window download bandwidth c,,.
This condition is referred to as abundance. However, when
there are not enough peers in the system, the leeches download
at a lower bandwidth. This condition is referred to as penury.

Finally, it is important to note that, in order to simplify the
analysis, it is considered that users always plyas the video
file in order, i.e., once some user starts the video playback,
the latter is not fast-forwarded. This is due to the fact that all
users consider that leeches in window w; have all previous
chunks (from window wq to window w;1). If some user fast-
forwards the video, it may not continue the download of the
chunks corresponding to the parts of the video that was not
played. Recall that since a managed network is considered,
this particular simplification can be easily implemented in
a commercial system. However, in a future work, the case
where users can forward and rewind the video playback will
be considered.

From the previous description, the evolution in time of the
number of leeches in each window, z;, and seeds, y, for the
system satisfies:

zo(t) = A = Oxo(t) — 70, 2
xg(t):n,l—exi(t)—n, 1 SZSN—l, (3)
y'(t) = vo1 — yy(b), )
where
N-1 .
T; = min {cwxi, Jo < Z % + y) } . (5
keitl 2uj=0 Lj ¥
for : =0,1,..., N — 1. In the case of the last window, ¢ =

N — 1, we have

. y
TN—1 = min {cw:vN_l, waN—lg} (6)

These last equations, which are related to the transition of
peers from window ¢ to window % + 1 can be explained as
follows: Note that in case of abundance, leeches in window
w; download the file at the maximum bandwidt ¢,,. However,
when there are not enough peers in the system, the leeches
download at a lower bandwidth which is described as follows.
First of all, note that all peers upload to leeches in window w;
with bandwidth p,,. Secondly, seeds upload the file to all peers
in the system. As such, all the upload bandwidth is distributed
uniformly among all leeches. Therefore, the proportion of the
upload bandwidth for leeches at window w; is x;/x. Finally,
only the leeches in a posterior window k (from ¢+ 1 to N —
1) can send chunks to leeches in window w;. This upload
bandwidth is distributed uniformly for all leeches in windows
0 to k — 1. As such, the proportion of the upload bandwidth
for leeches in window w; is x;/ Zj:ol x;. Leeches in the last
window only receive chunks from seeds.

Let us compute the equilibrium point of this dynamical
system, denoted by (T, Z1, ..., y). The equilibrium is obtained
by solving the system {z((t) = 0,27 (¢t) =0, ..., ¥'(¢t) = 0}
and by replacing x;(t) by T; and y(t) by 7. The system is
then analyzed and the abundance conditions are identified.
Assuming thus abundance, that is, assuming that 7; ;41 =
Cywi, We obtain, after some algebra:

_ A _ At oA e Y
= ) Ty = T a1 = - )
9 + Cw (0 + Cw)l+1 y ry 9 + Cw
(7
For 1 < ¢ < N — 1. And the total number of leeches in
equilibrium, computed by:

N-—1 A c N
Eadh ()]

All numerical explorations showed convergence towards
equilibrium (see below, in this section, the comparison with a
Markov model as well as the numerical results that are shown
in section VIII).

In the following, the conditions to achieve abundance in
the system are identified. This is an important feature for
the practical implementation of the window-based strategy. In
particular, the seeds departure rate is an important variable
considering that seeds already have all the chunks of the
video file. Observing (5), it can be seen that in order to have
abundance at window w;, the following condition must be met
(we omit time t):

N-1 X; Z;
Cw®i <l (kazkzk_ﬁm + yx> ©)

From this condition, we can find a value ~y; that represents
the maximum seeds departure rate that guarantees abundance
in window ¢ (i. e. v < ~;, for all 7). Consider ¢ = oo and




substitute (7) in (9); after some algebra, we get:

(0 + cyp)cly
0+ cy)N —cN
Vi = ( ) P’ (10)
Cw(e + Cw) _ ZNfl Cw
6 iy k=i+1 (0 + ¢y )F — ck,

Rate v is clearly a manager variable that could be con-
trolled according to (10). In Fig. 1, the abundance condition
for different values of the departure rate for a leech (0) is
presented. It can be seen that as departure rate for a leech
increases, it is necessary to increment the time that seeds
remain in the system, i.e., the departure rate should be also
reduced, since there are fewer leeches sharing the file. Hence,
by using (10), and by measuring the arrival and departure
rates for a leech, the network manager has a tool to offer
an acceptable performance of the system by allowing all
leeches download at the maximum capacity. In other words,
our analysis allows finding an appropriated value for this
control variable. However, achieving the adequate value of
v, i.e., encouraging peers to remain sufficient time in the
system after the complete file download has occurred, is not
an easy task; since when the peer has already played or
downloaded the file, it has no need to remain longer just
to share the file. One possibility to cope with this problem
is to introduce penalties or rewards to peers in order to
encourage a cooperative behavior (as in [6]-[8], [16], [17],
[20]). However, these mechanisms do not guarantee to achieve
an acceptable QoE in the network since they still relay on
the behavior of the users. In a managed system, the network
manager can decide for users equipment to remain connected
sharing chunks to other users. Nonetheless, users are able
to shut down or disconnect their equipment. This option is
outside the capabilities of the network manager to provide
QoE guarantees
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Fig. 1. Relationship between minimal departure rate for a seed and departure
rate for a leeches in order to keep the system in abundance conditions; A=10,
©=0.00125, ¢=0.002 and N=I11.

From (10) it can also be observed than abundance condition

could be achieved by controlling the number of windows,
N. Fig. 2 shows that by reducing N, the required value of
YN —1 to guarantee abundance is slightly relaxed (increased);
however, reducing N, deteriorate the QoE parameters, as it is
widely discussed in sections V to VII of this paper.
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Fig. 2. Relationship between minimal departure rate for a seed and number
of windows in order to keep the system in abundance conditions; A=0.04,
¢=0.00407 p=0.00255 and 6=0.001.

The rest of the variables that are involved in (10) are much
harder to control, since the download and upload bandwidths
(cw and pi,,, respectively) are usually fixed by the hardware
used and the arrival rate (A) depends on the file popularity,
i.e., how many users are willing to play the video.

Considering the previous paragraphs, we propose three
mechanisms to improve the system’s performance by guaran-
teeing the satisfaction of QoE parameters. First, we propose
the use of additional server bandwidth that the network
manager can explicitly designate to satisfy QoE parameters.
Second, we propose an efficient distribution scheme of this ex-
tra servers resources, called Prioritized Windows Distribution,
which is based on the window of the leech that is downloading
the file. Third, we propose to use a different size for the first
window in order to reduce the initial playback delay. These
mechanisms can be fully controlled by the network manager
and are explained in detail in the following sections.

We build now a discrete model of the same system.
Consider vector W (t) = (Lo(t), L1(t), ..., Ln—-1(t), S(t)) >
(0,0,...,0,1), where L;(t) and S(¢) are respectively the
number of leeches at window w;, ¢ = 0,--- N — 1, and
of seeds, at time ¢. With all the previous ‘“exponential as-
sumptions”, W (t) is a continuous time homogeneous Markov
chain, with initial state W (0) = (0,0, ...,0, 1). Starting from
state (lo, l1,...,Iny—1,m), forany s € {0,1,--- ,N—1},1; >0
and m > 1, the transition rates are described as follows:

o A tostate (lp +1,01,...,In-1,m),

e [;0, to state (lo,ll, I 1...,lN_1,m) (; > 1),

] Ti*fl,i’ to state (lo, ll, veey li—l — 17 l,+1, lN—la m) (1 S
’iSN—2andli,1 21),

1. to state (lo, Iy, ..y Ino1 = 1,m+1) (In—1 > 1),
. (m — 1)’}/, to state (lo,ll, eydly_1,m— 1) (m > 2),



where for 0 <7 < N — 2,

. . N-1 Iy, l;
Tii41 = MIN {Cwlia o <lizk—i+1m + ml> }

=0

. . IN—1
7—Nfl,N_Hlln Cwlehljfw m I )

N-1,
k=0 ‘k-

and

with [ =

IV. SERVER ASSISTED SYSTEM AND REDUCED INITIAL
WINDOW

According to [21] the QoE that a user experiences during
an on-line video playback is both related to initial delay and
to probability that a pause ocurrs during the video playback
, as well as the duration of such pauses. In this regard, it
is important to note that there is a trade-off between the
performance of these parameters that must be reached, since
reducing the initial delay increases the probability that the
video playback pauses and vice versa. The rationale behind
this is as follows: when the device remains longer times
downloading the file at the beginning of the video playback,
a bigger portion of the file is available for its future playback,
reducing the probability of a pause. From these parameters, it
has been identified that the pausing probability and duration
of pauses is much more harmful to the experience perception
than the initial delay. Indeed, users prefer to wait longer times
at the beginning of the file playback if it means that the
video is not paused at all. However, this initial delay cannot
be arbitrarily long since it would negatively impact the QoE
of users. In the window-based strategy, the initial delay is
directly related to the size of the windows. Note that it is
not feasible to reduce the size of all windows in the system
since the bandwidth required to attain abundance conditions
are much harder with a large number of windows, as explained
later in this section. However, the size of the first window can
be stablished in order to guarantee an acceptable initial delay,
while the rest of the windows can be set at the adequate value.

Summarizing, in order to have control over the aforemen-
tioned trade-off and provide an acceptable level of QoE, we
propose two different mechanisms to improve the system
performance:

o Unlike the basic-model described in the previous section,
the size of the first window could be different from the
size of the remaining windows. Specifically, it can be
reduced in order to provide an acceptable initial delay. In
order to prevent an increased video playback interruption
probability we also implement the following mechanism.

o We propose that the P2P network to be assisted by a fixed
download bandwidth provided by servers specifically
used to provide QoE guarantees.

o A non-uniformly chunk distribution scheme is proposed
in order to avoid the resource starving problem for

the leeches in upper windows. This scheme effectively
reduces the required server assisted bandwidth to reach
abundance conditions.

Taking into account the previous considerations, we denote
by us the bandwidth which is provided by servers, and as
an initial analysis we assume that this extra bandwidth is
uniformly distributed among all the leeches, i. e. in the same
way that the bandwidth provided by peers (both leeches and
seeds) is distributed (as previously mentioned, in subsection
IV-B we propose a more efficient bandwidth distribution
scheme); and consequently, the upload bandwidth that servers
can provide to leeches in window @ is x;ps/x.

On the other hand, we denote by dy and d; the average
time to download window O and window i (for 1 < ¢ <
N —1), respectively. According to the definition of ¢,, we can
establish that the download rates for window 0 and window
i are respectively ¢ = 1/dy and ¢; = 1/d;. In order to
simplify the subsequent equations, we define the parameter
a = ¢p/cy and after some algebraic manipulation we found
that the aforementioned rates can be expressed as:

co = c(aN + (1 — «))

1—
clzc(N—i— a)
«

Following an analogous analysis to the previous paragraph,
we found that the upload rates for windows O and ¢ are
respectively given by:

QY

(12)

po = plaN + (1 —a)) (13)

11—«
ulu(N+ >
(0%

The incorporation of parameter ps, cg, 1, f4o and g in our
analysis do not modify the essence of the fluid model and the
Markov chain which were described in section III. However,
the definition of 7; must be modified since in this case the
rates to download or upload a window are given by equations
(11-14) and, additionally, the upload capacity of the system
must be increased by the server bandwidth. As a result of
these new considerations, we can say that:

(14)

N-1
Tozmln{CQZ‘(),l‘o [[1,0 (Z 7]67}1 _|_y> +lj’s‘|}
k=1 ijo vy T z
(15)
Ry Tk Y Hs
T = min C1T4, Tj | M1 Z e + = + =
k—it1 2oj=0 Lj T z
(16)

for 1 <i¢< N —2, and

x

TN—1 = min {wal?N—h TN-1

Following an analogous analysis to the one described in
section III, we found that the new equilibrium point of the



system in abundance is now given by:

1—1
A . Acg i

To= — &= , 18
T htc (0 +co) (04 c1) (19
for1<i< N —1.
A c1 N
= 19
v vﬁ(9+q) >

Where g = 9+“° And the total number of leeches in

equilibrium is glven by:

My @ )N
T _B<9+q

It is important to note that even if the parameters related to
the video file uploading (g, 11 and pg) are not explicit in the
previous equations, their values are fundamental to guarantee
the abundance condition of the system, as it will be shown in
the next sub-section. Finally, it must be said that (15-20) are
reduced to their corresponding counterparts given by (5-8),
when o =1 (i. e. the sizes of all windows are equal).

(20)

A. Minimum server bandwidth requirement to guarantee
abundance conditions

According to (15-20),
expressed by:

the abundance condition can be

N-1
Tk Yy s
co§uo<Z,H+>+“ 1)
k=1 ijo Ty v r
for window 0 and by:
N-1 -
cls;u(z —— +y>+“s (22)
k=i+1 Z] 0Zj T z
for windows 1 <¢ < N — 2, and by:
a<m o+ 23)

for window N — 1.

From (21) to (23), the abundance conditions in terms of
~ can be found as shown in section III). However, since
is a parameter that highly depends on users’ behavior, we
identify that a complementary way to guarantee abundance
in the system can be based on ugs. As previously mentioned,
we propose different schemes in order to guarantee abundance
with a minimum value of p,, (non-uniform chunk distribution
and different size of the initial window). In this regard, it
is important to notice that, as we show in our numerical
evaluations, small values of 7 significantly help to satisfy
abundance conditions. As such, the use of incentives to
encourage peers to remain longer times in the system is still
an important issue to provide QoE guarantees.

If we define pf . as the minimum bandwidth that is
required from servers in order to preserve the abundance
condition in window ¢, we can say that such conditions are

guaranteed in the whole system if ug > pf . . for every i.
From (21) to (23) we obtained that:

N-1
o Tk Y
Mhmin, = MAax O,xlco—ﬂo (ZH+)]}
{ i im0 % T

(24)
) N—-1 z y
uim-n—max{o,x lclul ( Z k +> }
k=i+1 Zg =0 Lj z
(25)
for1 <i< N —2, and
M%znl = max {05 C1T — ,uly} (26)

In order to understand the intution behind the max operation
in (24-26), it must be observed that the network can reach
abundance without the need of servers and in that case the
second term of this operation will be a negative number.
Building from this, it can be demonstrated that:

H1TT; }
i—1
for2<i< N —1.

Since z, x; and py are always non- negative values, it is
clear that p! , > p'~! for 2 < i < N — 1. This inequality
implies that if the bandwidth provided by servers is enough to
reach abundance in window N — 1, then abundance is guar-
anteed in the remaining lower windows, i. e. the bandwidth
required from servers to guarantee abundance in the whole
system 1S flyin = uﬁfml.

After substituting (19) and (20) in (26) we have that:

Al e 01 c1 N
min = — | l== |1+ —
H max{O 0 [ ﬁ( +701><9+cl> ]

(28)

It is important to remark that when o = 1; § =1 and z;,
x, y and fi,;, we obtain the model described in section III.
From this model, we have identified an important issue that
directly impacts the performance of the system. Specifically,
we have noted that the uniform distribution of resources,
produces a resource starvation for leeches in upper windows.
Indeed, leeches at lower windows are served by leeches
in upper windows, seeds, and the extra bandwidth that is
provided by servers. However, leeches in upper windows,
are served by a much lower amount of leeches. Additionally,
there is a higher amount of leeches in lower windows than
in upper windows, which, according to (27), produces that
most resources are being consumed by leeches in lower
windows. As such, the amount of resources assigned to peers
in the upper windows is drastically reduced. The previous
explanation is supported by Fig. 3, where the amount of
upload bandwidth that a leech in window ¢ can get is shown;
it can be noticed that even with large amounts of server
bandwidth (e. g. us = 3) the peers in the upper windows
can access only a small amount of resources. In order to have

i = Max {0, Hbin — @7)




a more efficient distribution we propose a novel chunk sharing
scheme detailed in the following section.

1
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Fig. 3. Upload Bandwidth per Peer in Window 3, for A=0.04, ¢=0.00407
1=0.00255, 6=0.001, v = 0.006, o = 1 and N=48.

B. Server bandwidth distribution scheme with prioritized win-
dows.

In the scheme that was described in the previous sub-
section, the server bandwidth is uniformly distributed among
all the leeches, which makes its implementation significantly
simple. However, as mentioned above, a lot of extra bandwidth
is required to provide abundance to leeches in the last window,
since they have too few options to download their required
chunks.

Consequently, we propose that the amount of server band-
width that is assigned to the leeches in window ¢ must
be proportional not only to the numbers of leeches in that
window, but also to an additional weight that must give
priority to leeches in high windows. Specifically, we define
that the server bandwidth assigned to leeches in window ¢
must be proportional to x;(¢ + 1), since the factor (i + 1)°
will prioritize upper windows over the lower ones, for € > 0.
In the rest of the paper, this strategy is referred as Prioritized
Windows Distribution (PWD) scheme, while the one described
in Sub-section IV-A is referred as Uniform Distribution (UD)
scheme.

According to the previous description, the transition rate
from window ¢ to window 7 + 1 now is given by:

N—-1
. x
To = min {Coxo, xo [MO < E 7]67’3 + y) + M5‘| }
k=1 Zj:o z; 7 Ze

(29)
N-1 " y
. k
=min< C1%;, T; | U1 E +>
{ l (k i+l Zg 0957 z
. 1 IS s
Lt p ]}
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for1 <i< N —2, and

N°¢pg
TN—1 = min {waN—laxN—l {my + B ] } 3D

x Te

(30)

where 7. = Z;V 01 (j+1)%z; is a normalization used to
guarantee that the sum of the server bandwidth assigned to
all the windows has to be equal to pus.

One important idea behind equations (29) to (31) is that
when ¢ increases, the priority of window ¢ over window ¢ — 1
(for 1 < ¢ < N — 1) is more accentuated. If £=0, these
equations are reduced to (15)-(17). On the other hand, if € <
0, the prioritized windows are the lower ones, which entails a
system that assigns more resources to peers in low windows
and less resources to peers in high windows, accentuating the
resource starvation of these upper windows peers. Hence we
are interested in analyzing the system only for € > 0.

It is important to remark that these modifications in the

» server bandwidth distribution do not alter the essence of the

previously described model, but only modifies the uplink
capacity of the system, in the way that was already considered
in equations (29)-(31).

The abundance conditions in terms of the server bandwidth

now are given by:
i y
k
Mo = max{(),xs [Co — Mo (Z e — + .’IJ) } (32)
Ty

k=1 Zj:()
(33)

and

Te
Mi = ImMax {07 m

for 1 <i:< N —2, and

N-1 T y
k

k=i+1 ZJ 01“]

gl

It is important to emphasize that if € is too large, the leeches
in the higher windows would have access to an excessive
amount of server bandwidth, while some other windows
would become too prone to penury and consequently a lot of
bandwidth server must be installed to guarantee abundance
in those windows. Hence, ¢ must be selected in such a
way that, given the parameters of the system, the abundance
condition is guaranteed, while the amount of server bandwidth
is maintained at the lowest possible value. In order to clarify
the problem described above, in Fig. 4 we show u! . for
different values of . It can be seen that with ¢ = 3 the
minimum assisted server bandwidth to guarantee abundance
iS fimin = 1.5 and it is no longer for the last window, ¢ = V.
On the other hand, with ¢ = 1.5, the value of i, iS now
less than 1.

Unlike the UD scheme analysis, in the PWD case it is not
easy to determine which window requires the largest amount
of server bandwidth and it is not straightforward to find a
closed expression for the optimal value of € (g,,:). However,
we can find this optimal value by numerically evaluating :

(35)

Te
UN—1 = max {O, e [cl 34)

i_crit(e) = argrinax {mi(e)}

Eopt = argmin {,ui_crit(e)} (36)
e
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Fig. 4. Mimimun server bandwidth required by window i for A\=0.04,
¢=0.00407 11=0.00255, 6=0.001, v = 0.006 and N=96.

Where i.;+(¢) represents the index of the window that
requires the largest value of p™*" for a given e. Strictly, &,
depends on all the parameters of the system. However, after
evaluating (35) and (36), we found that it only significantly
depends on 6 and ~, as it is shown in Fig. 5. Considering
this, we propose an approximated calculation of &,,;, which
is given by:

Eopt N 491662 — 1396 + 22790~y — 49 + 97172 +1.65 (37)
The polynomial coefficients in (37) were obtained by apply-

lIN=24, o=1/2
IIN=96, a=1/2
[CIN=24, a=2
[IN=96, a=2

Fig. 5. Optimal values of € for A=0.04, ¢=0.00407 and p=0.00255.

ing a second order linear regression to the results shown in
Fig. 5. In Fig. 6 we show a comparison between the exact
evaluation and the corresponding approximation. Lastly, it
must be noticed that even if € is chosen exclusively in terms of
0 and 7y, pmin is still a function of the remaining parameters
of the system (e. g. N and «). In Section VIII, we show that
using the evaluation of ¢, that is defined by (37), the PWD
scheme significantly reduces fi,,;, in comparison with the UD
scheme.

V. PROBABILITY DISTRIBUTIONS OF INITIAL DELAY AND
INTERRUPTION DURATION

So far, we have described the operation of the proposed
network, we have developed a mathematical model to evaluate

Eopt

18
-w-Exact evaluation: 6=0.002, N=96, a=1/2

- -e-Exact evaluation: 6=0.002, N=24, a=2
—Approximation: ©=0.002

i Exact evaluation: 6=0.01, N=96, a=1/2

o Exact evaluation: 6=0.01, N=24, o=2
P ar e Approximation: 6=0.01
N e 2as
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08
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Fig. 6. Optimal values of e: exact vs. approximated evaluations (A=0.04,
¢=0.00407 and ;1=0.00255).

the number of peers under abundance conditions and proposed
two schemes to distribute additional bandwidth provided by
servers. However, one of our major concerns in this paper is to
establish a method to select the parameters of the system that
satisfy some Quality of Experience (QoE) targets. To this end,
we first analyze the behavior of the Quality of Service (QoS)
parameters that are related to such QoE targets. Specifically,
in this section we model the probability distributions of initial
delay and interruption duration along the playback of a video
which is being downloaded from the described system.

Since the mathematical analysis in the previous sections are
valid only if the abundance condition exists, the analysis in
this section is also limited to such circumstances, i. e. the
probability distributions that we find are valid only if the
system is in abundance. Additionally, in our analysis we are
assuming that the playback of any window starts until that
window has been completely downloaded, as it is shown in
Fig. 7 (e. g. the video playback starts until window 0 has been
completely downloaded). This assumption is valid because
some buffering is indispensable to satisfy QoE targets that
are related to interruptions. In Fig. 7 we also illustrate the
meaning of some of the variables that are defined along this
section.

I Zi !
Download Wwo wi | w2 |"'| Wi+l oo |WN-2| Wh-1 |
window number 0 1 V) i+l N-2 N-1
window number 0 1 i i+1
PIaybaCk 0o | o1 | ASS | o o |'"
| Pile
Di

Fig. 7. Relationship between download and playback processes.



A. Probability distribution of initial delay and mean down-
loading time

We are assuming that the distributions of the sojourn time of
leeches and the time to download window O are both negative
exponential, so they are given by f,(z) = fe u(x) and
fo (@) = coe™%u(x), respectively.

It is important to notice that according to our model, # and
vo are independent random variables and while the former
models the users’ sojourn time in the system, the latter only
models the time to download window 0, with no regard of the
user’s sojourn. According to that, we define a new random
variable, wgy, which represents the time to download window
0, given that the sojourn time was large enough to achieve
such download. Hence, wq is equal to vy, given that vy <
u. After applying Bayes’ theorem, it can be found that the
distribution of wq is:

Fwo (@) = (co + 0)e 0Ty () (38)

Under the assumption that the playback of window 0
will start until it has been successfully downloaded, we can
say that (38) also represents the initial delay probability
distribution. Furthermore, the mean initial delay is given by:

1

Ty =
T+ 0 %)

Note that Ty < 1/c¢o because Ty is an average download
time that does not include the cases in which the downloading
time is larger than the leech’s sojourn time.

In order to find the distribution of the required time to
download window 7 (for 1 < ¢ < N — 1), it is necessary to
identified the distribution of the remaining sojourn time of a
leech that has downloaded the preceding windows. Let ry be
the remaining sojourn time of a leech that has downloaded
window 0. Hence, ro = u — vg, given that u — vy > 0.
Considering the distributions of u# and vg, as well as Bayes
theorem it can be proved that:

Jro (@) = e~ u(2)

As it can be observed, this distribution is identical to the
distribution of u. Although this result could seem a contradic-
tion, it is explained by the fact that now we are only focused
on those leeches whose sojourn time is large enough to
successfully download window 0 and as a consequence of the
memoryless property of the negative exponential distribution.

Given the previous result, it is clear that the distribution of
the required time to download window 1, given that window
0 was downloaded, can be found by substituting ¢y by ¢y
in (38). Furthermore, after applying the previous analysis to
every window, we say that the distribution of the required
time to successfully download window 37, given that all the
preceding windows were downloaded (denoted by w;, for 1 <
i <N —1),is:

Fui(@) = (c1 + O)e™ D Tu(z)

(40)

(41)

and the mean time to download window ¢, given that the leech

has not left the system at this point, is simply 7T; = 6119.

Consequently the mean time to download the whole file, given
that the leech did not leave the system is:
1 N -1

T_CQ+0+61+6 (42)

It is interesting to note that if & = 1, the required time

to download the whole file has an Erlang distribution with

rate parameter equal to ¢, + 6 and shape parameter equal to

N; and (42) is reduced to T = W. In this expression

it is clear that by increasing the number of windows 71" also

increases but only to a maximum value of 1/c.

B. Probability distribution of interruption duration

On the basis of some of the previous results, in this sub-
section we find the probability distribution of the interruption
duration that may occur after the plaback of window 1.

As it was previously established, we are considering that
the playback of a window initiates until all the chunks of
the window have been completely downloaded; Building form
this, an interruption can occur after the playback of window
1, if the time required to playback all the windows from O to
7 is smaller than the time required to download windows 1 to
1+ 1.

Due to the different initial window size scheme proposed
to guarantee the QoE, we can represent by Jy the playback
time of window 0 and by ¢; the playback time of any other
window (notice that these variables are proportional to dy and
d1, respectively). Hence, the playback time of windows O to ¢
can be expressed by D; = 6y +14J;. Additionally, let z; be the
time to download windows 1 to ¢ + 1. Hence z; = Z;H w;
(see Fig. 7). Considering (41), we know that z; will follow
an Erlang distribution with rate parameter equal to ¢; +6 and
shape parameter equal to ¢ + 1.

Now, let p, be a random variable that represents the
interruption duration after playing window ¢. From Fig. 7,
p, can be expressed by:

_ )0
P = zi — Dy;

And consequently, its probability density function must be
given by f, (z) = F;,(D;)é(x) + fi,(x + D;)u(z), where
E;, () is the cumulative distribution function of z; and 6(z)
is the Dirac’s delta function. Then, the probability density
function of the interruption duration after playing window ¢
is given by:

z; < D;

zi > D )

1- Z e HOD (2 +0)DsY

o () = i o(z)

j=0
it+1 i
plat0” @D a0ty (g
i!
Notice that the definition of p,; implies that no interruptions
occurred at the end of the preceding windows (D; is a

(44)




deterministic variable that only models the playback time).
Additionally, we are considering that the user did not pause
or move forward or backward the video. Despite these limi-
tations, the distribution which is defined in (44) can be very
useful to define QoE targets as a function of the parameters
of the system, as we will see in the following section.

VI. QOE AS A FUNCTION OF INITAL DELAY AND
INTERRUPTION DURATION IN YOUTUBE SERVICE

Several works have identified that conventional QoS pa-
rameters (e. g. bandwidth, jitter, delay), not necessarily are
correlated to users experience. Hence significant effort has
been made in order to link them to QoE parameters ( [21],
[24]).

Particularly, in [21] some experiments were conducted in
order to define MOS (one of the most used QoE parameters)
as a function of initial delay and duration of interruptions that
occurs along the playback of YouTube videos, one of the most
popular service of VoD.

In regard of initial delay, [21] performed different mea-
surements and expressed the MOS as a function of initial
delay (wg). Specifically, it is modeled by M;4(wp) = 5 —
0.8621og wg + 6.718, where the highest MOS that can be
reached is 4.287, with wy = 0. Since in our model the video
playback starts until window 0 has been downloaded, we
can evaluate the previous equation by substituting wgy by wg.
Moreover, if we define an initial delay target MOS, denoted
by M;q+, we can define a corresponding target initial delay
as:

5—Miq,¢
wy = 1070862 —6.718 (45)

Finally, we can evaluate the probability that Af;q; is not
satisfied, since we know the distribution of wy:

Gia = P {Miq(wo) < Mg} = P {wg > w;} = e~ (0t
(46)
In [21] the authors also described the MOS as a function of
the interruption duration (pg), with the following expression
Mini(po) = 1.75e9-334P0 1 3,19, In this case, we can also
define a target MOS, denoted by M;,,,. Hence a target
interruption duration can be defined as:

1 (Mmt,t — 3.19>
Py = In

0.334 1.75 “7)

At this point, it is important to remark that the afore-
mentioned MOS model was designed considering only one
interruption along the video playback. However, the model
for interruptions that we developed in Section V considers
interruptions at the end of every window; which means that
only one of the random variables p, can be used at one time
to evaluate an analogous probability to (46). We select p,,
because it has the advantage that does not depend on other
interruptions (since it is the first one) and, most important, this
is the most probable pause, as it can be demonstrated from
(44) and under the assumption that g < dy and §; < dj.

Considering the previous paragraphs, we can also evaluate
the probability that M;,, ; is not satisfied, since we know the
distribution of p, i. e.:

Gia = P{Mint(wo) < Minii} = P{po > pi}

— e (c140)(60+p:)

(48)

It is relevant to make a comparison between (46) and (48)
in terms of the size of window 0. It can be seen from (46)
that when ¢ increases (the size of the window decreases), the
probability that M, is not satisfied is reduced; while, under
the same assumption, the probability of no satisfying My ¢
is increased (since &g and c¢; decrease). In other words, c¢g and
c1 must be selected in such a way that a trade-off between
these QoE parameters exists. An alternative interpretation of
this trade-off is that when the initial buffering is small, the
user has a high probability of perceiving a satisfying small
initial delay; but this, inherently, increases the probability of
perceiving an unsatisfying interruption.

Having said that, we consider that in order to have a
complete set of QoE parameters (and elements to properly
select co and c1), it is needed to define target probabilities
that M;q s or M;y,:, are not satisfied, which are denoted by
Gid,r and @ine ¢, respectively. According to (46) and (48), it
can be said that we want that ¢;q = e~ (cotDuwr < Qia,; and
that g, = e~ (110 Go+r) < g, which lead us to:

—w;
dg < ——M8M8M8¥@™ 49
=T (Gia,) + Owy “49)

'S n (Qint,t) + 6 (50 + pr)

As it will be shown in the next sub-section, (49) and (50) are
used to select the number of chunks in every window in such
a way that the QoE parameter set be satisfied.

Another important effect that may be observed while select-
ing do and d; is that while M;4(wo) is not very susceptible
to increases in the initial delay, even small increases in the
interruption duration may seriously degrade Mj,,;(po) (since
M;q(wp) is logarithmic, while M;,+(po) is exponential).
According to [21], this is due to the fact that users are
more tolerant of long initial delays than they are of long
interruptions.

VII. PARAMETER SELECTION FOR YOUTUBE SERVICES

In order to evaluate the performance of the proposed sys-
tem, we are considering some currently implemented features
of Youtube service by using the measurements reported by
[22] and [23]. According to [22] the download strategies that
are used to download a video in Youtube depend on the
network and the device that are involved. Hence, it is relevant
to specify that the measurements they are reporting were
obtained with mobile devices downloading videos through a
WiFi network.



Parameter Description
c Download rate for the complete file (¢ > )
co Download rate for the initial window
c1 Download rate for window %, 7 > 0
Miq ¢ Target MOS as function of initial delay
Mint ¢ Target MOS as function of interruption duration
N Number of windows
Gid Probability that M;q4 ¢ is not satisfied
Qint Probability that M;,¢ ; is not satisfied
T Required time to download the video file
To Required time to download the initial window
T Number of leeches in steady state
T; Number of leeches in window % in steady state

Y Number of seeds in steady state
« Non-initial window size to initial window size ratio
¥ Departure rate for a seed
€
0
A

Priority control parameter
Departure rate for a leech
Arrival rate of peers

o Upload rate for the complete file
) Upload rate for the initial window
n1 Upload rate for window 4, i > 0
Hmin Minimum servers upload bandwidth that guarantees
abundance in the whole system
e im, Minimum servers upload bandwidth that guarantees
abundance in window 1
s Servers upload bandwidth
i Transition rate from window 7 to window i+1
TN_1 Transition rate from window N-1
TABLE I

MOST RELEVANT VARIABLES SUMMARY

We now give a brief explanation on how some YouTube
service parameters are related to our model. According to [22],
the most common video format in YouTube service (MPEG-4
Visual) has an encoding rate between 200 and 275 kb/s, and
the authors also identify that the download rate is allowed by
this service is two times the encoding rate. If we denote by
r¢q the ratio between the download rate and the encoding rate,
we have r.; = 2 for the aforementioned case.

|+«— window 0 —>}<«— window 1 —>]

f+ window V-1 -
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Fig. 8. Evaluation reference file.

In addition, in [23] it is reported that the average YouTube
video duration is 490.5 seconds. Considering this, a codifi-
cation rate of 200 kb/s, as well as the fact that in YouTube
the chunk size is 64kBytes, we select as a reference to our
evaluation a video file whose features are illustrated in Fig.
8, where M is the number of chunks in the file. As such,
according to the previous data, our reference file is set at
M = 192. Additionally we denote by kg and k; the number
of chunks in window 0 and in any other window, respectively.

From the previous data it can also be established that the

normalized download rate for the reference file would be ¢ =
0.00407. Because of the usual asymmetry in the users network
access links, we consider p < c. Specifically we select a
normalized upload rate ;1 = 0.00255 (which is equivalent to
a data transmission rate of 250 kb/s, for our reference file).
Given the reference file, the possible values for IV are between
1 and 192; so we consider N =24, 48, 60, 72, 84 and 96 for
most of our evaluations.

According to [23], the average playback time of a YouTube
video before it is interrupted by the user is 172 seconds.
Notice that in our model we identified this variable as the
leeches’ sojourn time. Hence § = 1/172 = 0.0058. However,
in order to evaluate our system under a variety of scenarios,
we set 0 for values from 0.002 to 0.01 (the superior limit
corresponds to a sojourn time of 100 seconds).

To model the seeds sojourn time, we set <y in the range
from 0.006 to 0.02; which accounts for seeds remaining in
the system an average of 50 to 167 seconds.

Additionally, now that we have introduced the video file
parameters, we can establish relations between them and some
model variables. Specifically, dy = ckTC}’ dy = 6’“71[, 0o = Teado
and (51 = rcdd1~

In the following we provide a method to select the design
parameters of the system:

o First, it must be noticed that we are interested on satis-
fying a predetermined QoE parameter set, which means
that we have to select dy and d; in such a way that
inequalities (49) and (50) are simultaneously satisfied.
Since (49) is only a function of # and QoE targets we
can select the number of chunks in window O by:

_ —wseM

~ CIn(qiay) + 0wy

o Once that k is selected, an analogous calculation to (51)
can be carry out to select k; by using (50), i. e.:

—cM (reako,s + cMpy)
M In (qine,t) + 0 (reako,s + cMpy)

o From (51) and (52) we can define the selected values of

] (S

kO,s

ks = ] 52

N and «a by:
M — ko s
No=[——21+1 (53)
kl,s
kl s
s = 54
= s (54)

Notice that ky, and ki, are the maximum values that
satisfy the QoE parameters set, which means that in the case
that lower values are used, N would acquire a larger value
than Ng. However, as it is shown in Section VIII, the larger
the values of N, the larger the values of p, that are required
to guarantee abundance.

Assuming that the users’ behavior and download/upload
parameters are known and using Ny and «g, it is possible to



numerically evaluate (36). This solution provides the optimal
values of ¢ and ¢. By substituting these values in (32), (33)
or (34), depending on the value of ¢, the minimum value of
1s that guarantees abundance can be calculated. Notice that
the previous operations are needed only if the PWD scheme
is used; if the UD scheme is used, p,;, can be calculated
by simply substituting Ng and o, as well as the remaining
parameters, in (28).

VIII. NUMERICAL EVALUATION

In this section, we provide relevant numerical results that
evaluate the performance of the system in terms of the
required server capacity to guarantee QoE, the average initial
delay, and the average download time for different system pa-
rameters. Additionally, we provide the required parameters to
guarantee an acceptable level of QoE for different scenarios.

First, we show in Fig. 9 the minimum bandwidth that
servers must provide in order to achieve abundance in all the
windows, while making a comparison between the distribution
schemes described in Sub-sections IV-A and IV-B. The values
shown in this figure were found by converting the normalized
rates (file length equal to one) into practical data rates,
according to the values that were mentioned in Section VII.
As it was previously explained, the PWD drastically reduces
the extra capacity required to provide abundance conditions in
all the system compared to the uniform distribution scheme.
It is also important to mention that, as it was expected, when
leeches are more cooperative (f takes small values), the value
of fimin 18 smaller. Additionally, it is crucial to emphasize that
increases in the number of windows significantly increases
the required server bandwidth; however, as it is shown later,
a very small number of windows has a negative impact on
the QoE parameters. In addition to this, Fig. 10 shows p,n
for two different values of . It can be seen that the existence
of cooperative seeds (small values of «) significantly reduces
the need of the server assisted bandwidth in the P2P network.

[Juniform Distribution (UD)
Il Prioritized Windows Distribution (PWD)

#,(Mbls)
200
150
100

10 24

Fig. 9. Minimum server bandwidth to achieve abundance, considering
A=0.04, c¢=0.00407, ©=0.00255, v=0.006 and o =1

In Fig. 11 - 14 we show the system performance in terms
of the number of leeches (x), the number of seeds (y), the av-
erage initial delay (7p) and the average video download delay
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Fig. 10. Minimum server bandwidth to achieve abundance, considering the
PWD scheme, A\=0.04, ¢=0.00407, 4=0.00255 and a=1

(1), respectively; which were obtained through the evaluation
of (20), (19), (39) and (42) and by numerically solving the
corresponding Markov chains. These evaluations were carried
out using the PWD scheme, as well as a server capacity of
120 Mb/s, which is equivalent to a normalize download file
rate of us=1.24. Also, abundance conditions are guaranteed.
As it was expected, a small value of € entails a large number
of leeches, as it is depicted in Figure 11. Since the seeds are
peers that finish the file download, the number of them also
increases when 6 decreases, as it is shown in Fig. 12. Indeed,
these conditions corresponds to a cooperative system which,
as previously mentioned, reduces the required assisted server
bandwidth to guarantee abundance. Though these parameters
are not directly related to the QoE levels, they offer an insight
into the system performance. For example, it is clear that the
larger the number seeds, the larger the capacity in the system.
In Fig. 13 we corroborate that in order to reduce the
average initial delay, Ty, the size of the first window must be
reduced. In these results, the initial window size is reduced
by increasing N, although the rest of the windows are also
reduced since we selected o = 1. Indeed, by increasing N, the
number of chunks per window decreases, effectively reducing
the initial delay. However, this has a negative effect in the
overall system performance, as shown in Fig. 9 where a high
value of N entails a higher amount of assisted bandwidth
to maintain the system in abundance conditions. As such, in
order to reduce the initial delay efficiently, the value of «
should be increased instead. Additionally, it must be noticed
that since 6 is related to both system capacity and resources
demand, it has no significant effect in 7. These results
exhibits the scalability properties of P2P networks.
Regarding the performance of average download delay,
T, Fig. 14 presents some interesting results that show that
under abundance conditions its value is almost a constant. The
reason for this is that, in these conditions, the required time to
download any window is the same (except for window 0, when
«a # 1), according to (42). It is important to note that results
in Fig. 11 - 14 directly proved that our analytical solution
agrees with the numerical one obtained by the Markov chain.
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Fig. 11. Number of leeches in steady state, considering PWD scheme,
A=0.04, v=0.006, ¢=0.00407, ©=0.00255, ps=1.24 and a=1
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Fig. 12. Number of seeds in steady state, considering PWD scheme, A\=0.04,
~+=0.006, c=0.00407, 1=0.00255, ps=1.24 and a=1
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Fig. 13. Average time to download window O (initial delay), considering
PWD scheme, A=0.04, v=0.006, c=0.00407, p=0.00255, ps=1.24 and a=1

In Fig. 15 we evaluate the relation between the QoE
parameters that are associated to initial delay and the design
parameters o and N. An analogous comparison is shown
in Fig. 16 for the QoE parameters that are associated to
interruptions. As expected, the higher the target MOS (M4 ¢
or M;p. ), the higher the probability of no satisfaction, g;q
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Fig. 14. Average time to download the whole file, considering PWD scheme,
A=0.04, v=0.006, ¢=0.00407, u=0.00255, ps=1.24 and a=1

and @;n:, respectively. We can also appreciate that any of
these probabilities increases when N diminishes, since a small
N means a large window. In these figures it can also be
appreciated the effect of o: when it increases, the size of the
initial window decreases and as a consequence g;q improves,
but g;n: is degraded.

Fig. 15. Average time to download window O (initial delay), considering
PWD scheme, A=0.04, v=0.006, ¢=0.00407, 1=0.00255, p1s=1.24 and a=1

int ‘ ] . Ca=1.5

Fig. 16. Average time to download the whole file, considering PWD scheme,
A=0.04, v=0.006, ¢=0.00407, 1=0.00255, ps=1.24 and a=1

In Tables II and III we summarize the values that were
found for the design parameters €, N, a and ps by following
the proposed methodology described at the end of Section



Mias | Gidg | Mint,t | Qintt € N a Hs,pw /s, u
4.0 5% 4.0 5% 0.78 191 0.5 171.9 / 319.3
4.0 10% 4.0 10% 0.84 96 1 86.3/159.2
3.9 10% 4.0 10% 0.82 64 0.75 57.77106.3
3.9 10% 3.9 10% 0.84 48 1 432 /79.1

TABLE II
DESIGN PARAMETERS AS A FUNCTION OF THE QOE PARAMETERS SET
FOR A=0.04, 6=0.006, v=0.006, c=0.00407 AND 11=0.00255

0 2l 2 N &4 Hs,pw /.U‘S,u
0.006 | 0.006 | 0.82 | 64 | 0.75 432 /79.1
0.006 0.02 0.69 | 64 | 0.75 | 72.3/123.8
0.01 0.006 | 0.65 | 48 1 37.0/ 624
0.01 0.02 0.58 | 48 1 5427922

TABLE III

DESIGN PARAMETERS AS A FUNCTION OF THE USERS’ BEHAVIOR
PARAMETERS SET FOR A=0.04, ¢=0.00407, ©=0.00255, M;q ¢+ = 3.9,
Gid,t = 10%, Mins,t = 4.0 AND gine,t = 10%

VII. Table II simply shows that when QOoE targets are high,
a large amount of server bandwidth must be provided. On
the other hand, Table III confirms that a P2P network with
cooperative seeds (small values of ~) requires a small amount
of extra server bandwidth, but also shows that when 6 is large,
the required amount of extra server bandwidth is small, since
the download demands are reduced, even though this situation
implies the existence of non-cooperative leeches.

Finally, it must be remarked that in this work, we provide
the necessary tools and analytical methodology to select the
appropriate design parameters (¢, N and «) in such a way
that the expected QOoE is satisfied, given that we know the
basic system variables like the download/upload features of
a video and a network, the users’ behavior and a target set
of QoE parameters; while considerably reducing the amount
of server bandwidth that is needed to maintain the system in
abundance conditions.

IX. CONCLUSIONS AND FUTURE WORK

According to our analysis, in order to achieve abundance
conditions in a P2P network, it is necessary the existence of
cooperative peers. Since this cooperative scenario does not
necessarily exist, we identify that in order to guarantee an
acceptable performance of the system, servers that provide
extra upload bandwidth must be installed. Since this extra
bandwidth represents an additional cost, it is imperative to
make an efficient use of it. Building on that, we proposed
the PWD scheme. Our numerical evaluations showed that this
scheme significantly reduces the amount of extra bandwidth
required in the system to satisfy a set of QoE parameters,
in comparison with a scheme that uniformly distributes those
resources. We conclude that this scheme is one of our major
contributions, since it implicitly takes advantage of the peers
upload bandwidth, by assigning extra server bandwidth only
to leeches that really need it, and, at the same time, making
the system less dependent of peers behavior.

On the other hand, the window-based sharing mechanism
not only provides an easy-to-implement and efficient way to
interchange video files, but also allowed us to find a trade-
off between the initial delay and the interruption duration, by
varying the size of the initial window. This is also an important
contributions, since, to our knowledge, this tradeoff had not
been previously analyzed in the context of QoE parameters
(specifically, MOS).

In addition, we also developed an evaluation framework that
can be used to calculate the design parameter of the system
(number and sizes of windows and upload server bandwidth),
that satisfy a set of target QoE parameters, given the behavior
of the peers (peers arrival/ departure rates) and the network
features (peers upload/download bandwidth). According to the
numerical evaluations that we reported (which capture some
of the features of YouTube service), we conclude that this
framework is a powerful design tool that can be used by
VoD servers providers in order to reduce their implementation
costs, while controlling the QoE that they provide to their
users.

Despite the previous conclusions, we have identified that
future work must be done. Particularly, we are interested on
including in our analysis the possibility of pause, forward
or backward the video while it is being downloaded and
shared, as well as considering varying peers upload/download
bandwidth in our model.
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