From Phonemes to Robot Commands with a Neural Parser
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Abstract—The understanding of how children acquire language [1][2], from phoneme to syntax, could be improved by computational models. In particular when they are integrated in robots [3]: e.g. by interacting with users [4] or grounding language cues [5]. Recently, speech recognition systems have greatly improved thanks to deep learning. However, for specific domain applications, like Human-Robot Interaction, using generic recognition tools such as Google API often provide words that are unknown by the robotic system when not just irrelevant [6]. Additionally, such recognition system does not provide much indications on how our brains acquire or process these phonemes, words or grammatical constructions (i.e. sentence templates). Moreover, to our knowledge they do not provide useful tools to learn from small corpora, from which a child may bootstrap from. Here, we propose a neuro-inspired approach that processes sentences word by word, or phoneme by phoneme, with no prior knowledge of the semantics of the words. Previously, we demonstrated this RNN-based model was able to generalize on grammatical constructions [7] even with unknown words (i.e. words out of the vocabulary of the training data) [8]. In this preliminary study, in order to try to overcome word misrecognition, we tested whether the same architecture is able to solve the same task directly by processing phonemes instead of grammatical constructions [9]. Applied on a small corpus, we see that the model has similar performance (even if a little weaker) when using phonemes as inputs instead of grammatical constructions. We speculate that this phoneme version could overcome the previous model when dealing with real noisy phoneme inputs, thus improving its performance in a real-time human-robot interaction.

I. INTRODUCTION

Hereafter, we briefly present the previous model in Figure 1 (for more details on the model please refer to [7][8]). Then we describe the modifications performed for the phoneme version of the model. After that, we present the corpus and particular aspects which makes it difficult to learn. Finally, we present preliminary results.

II. METHODS

A. Phoneme Extension of the Model

We extend the model to process directly sequence of phonemes instead of sentences structures (i.e. sequence of words with semantic words replaced with SW markers). Hereafter we describe the training procedure.

First, an instance of ESN is created by generating the random weights for the input connections and the recurrent connections. Each word is replaced by its corresponding list of phonemes based on the Carnegie Mellon University word-phoneme correspondence dictionary (CMUdict v0.07). No additional space or any other clue enabling the model to detect boundary of words was added. Each sentence is then encoded as a succession of input unit activations in a localist (i.e. hot-vector) fashion: 1 for the corresponding phoneme, and 0 for others. The output are generated as in the previous model, as if grammatical constructions were processed. Thus, the model have no simple cue indicating that a semantic word is being processed (i.e. activation of the SW input unit, as it would be the case in the previous model).

*This work was partly supported by the PHC PROCOPE (Campus France - DAAD) for LingoRob project.
B. Corpus

The corpus was obtained by asking naive users (agnostic about how the system works) to watch several actions in a video and give the commands corresponding to the motor actions performed, as if they wanted a robot to perform the same action. The video shown to the users is available online (as supplementary material) along with the first experiment we did with robots [4]. Five users provided 38 English commands, thus there is 190 sentences in total. The corpus is the same than in [8] and is available at https://github.com/neuronalX/EchoRob/corpora.

In the list below are some sentence examples from the noisy English corpus: first is indicated the specific aspect of the sentence, and then the sentence is given. For instance, one can see that the order of actions to be performed does not necessarily correspond to the semantic word order in the sentence: i.e. the chronological order is reversed. Note also that some sentences provided by users are grammatically incorrect.

- Sequence of actions: "Touch the circle after having pushed the cross to the left"
- Sequence of actions: "Put the cross on the left side and after grasp the circle"
- Implicit reference to verb: "Move the circle to the left then the cross to the middle"
- Implicit reference to verb and object: "Put first the triangle on the middle and after on the left"
- "Crossed reference": "Push the triangle and the circle on the middle"
- Repeated action: "Hit twice the blue circle"
- Unlikely action: "Put the cross to the right and do a u-turn"
- Particular function word: "Put both the circle and the cross to the right"

III. Results

We performed a random search focusing on the three main hyper-parameters (spectral radius, input scaling and leak rate)\(^1\) and among the best results we took the parameter set that contain the less number of recurrent units. During this search, we choose to fix the spectral radius to 1 for two reasons: firstly people in the community tend to use values close to one for various reasons (for instance the Echo State Property[10]), secondly because the spectral radius parameter is interacting with the two other parameters. The parameter set we found is the following: 200 reservoir units, leak rate: 0.1667, input scaling: 0.073. Input and recurrent matrices were fully connected.

Over 50 runs of different instances of the network (i.e. random weight for input and recurrent matrices) with a 10-fold cross-validation, we obtained a sentence error\(^2\) of 28.0% (+/- 2.3). Even if a weaker, this error is not so far (for a preliminary result without preprocessing) compared to the 21.4% (+/- 2.2) obtained in [8] (with different hyper-parameters: input scaling: 0.03, leak rate: 0.2; the spectral radius was still 1). In fact, the current experiment needed less reservoir units (200 instead of 500) compared to previous experiment with grammatical constructions and preprocessing of the input (i.e. replacement of infrequent function words by a IF marker, which helps generalisation). Moreover, the quick parameter search we did may not be sufficient to find the best results.

IV. Discussion

It is important to note that we did not yet include other specific pre- or post-processing that could have given better results; this would be a first dimension on which we could improve the model to have better results. Moreover, the corpus used for training is only 200 sentences, which is too small to learn and extract enough regularities on phoneme sequences. Thus, we aim to repeat the experiment on a much larger corpus in order to demonstrates better performance: this would be a second dimension on which we could improve the performances. Nevertheless, the current performances are already interesting and useful for small corpus applications in Human-Robot Interaction experiments. As the core part of the model is a generic neural architecture, it could be easily reused or adapted for other computational or robotic experiments in language acquisition.
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