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Abstract

The design of optical networks decomposes into different tasks, where the engineers must basi-

cally organize the way the main system’s resources are used, minimizing the design and operation

costs and respecting critical performance constraints. More specifically, network operators face the

challenge of solving routing and wavelength dimensioning problems while aiming to simultaneously

minimize the network cost and to ensure that the network performance meets the level established

in the Service Level Agreement (SLA). We call this the Routing and Wavelength Dimensioning

(R&WD) problem.

Another important problem to be solved is how to deal with failures of links when the network is

operating. When at least one link fails, a high rate of data loss may occur. To avoid it, the network

must be designed in such a manner that upon one or multiple failures, the affected connections

can still communicate using alternative routes, a mechanism known as Fault Tolerance (FT). When

the mechanism allows to deal with an arbitrary number of faults, we speak about Multiple Fault

Tolerance (MFT).

The different tasks before mentioned are usually solved separately, or in some cases by pairs,

leading to solutions that are not necessarily close to optimal ones. This paper proposes a novel

method to simultaneously solve all of them, that is, the Routing, the Wavelength Dimensioning, and

the Multiple Fault Tolerance problems. The method allows to obtain: a) all the primary routes by

which each connection normally transmits its information, b) the additional routes, called secondary

routes, used to keep each user connected in cases where one or more simultaneous failures occur,

and c) the number of wavelengths available at each link of the network, calculated such that the

blocking probability of each connection is lower than a pre-determined threshold (which is a network
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design parameter), despite the occurrence of simultaneous link failures.

The solution obtained by the new algorithm is significantly more efficient than current methods,

its implementation is notably simple and its on-line operation is very fast. In the paper, different

examples illustrate the results provided by the proposed technique.

Keywords: Dynamic WDM optical networks, Wavelength Conversion, Routing, Wavelength

Dimensioning, Fault Tolerance.

1. Introduction

The numerous new Internet applications arriving nowadays require to transmit very large vol-

umes of information. Think of Social networks, IPTV, HD Streaming, Video on Demand, Online

Gaming, Cloud Computing, Internet of Things, Smart Cities, etc. This has caused a considerable

increase in the demand for bandwidth to the communication infrastructure, leading to a significant5

rise in the use of optical networks based on WDM technologies. Currently, this type of network is

operated statically [1], i.e., the route assigned to each user (connection) is permanently assigned

from source to destination, regardless of the percentage of time it is used. This operation mode is

inefficient in the usage of network resources, especially for low traffic loads, which is the most com-

mon situation. One way to help overcome the inefficiencies of static networks consists of allocating10

the resources required by each user only when there is enough data to transmit. The resulting

system is called a dynamic optical network. The possible lack of resources to successfully transmit

a piece of information can happen because dynamic networks are designed based on a statistical

commitment: from one side, for economy reasons dynamic networks are designed with the minimum

possible amount of resources; on the other side, for effectiveness they are designed to avoid (or,15

more generally, to minimize) the occurrence of information losses due to lack of resources when

needed (blocking). To achieve a balance between these two opposite goals, the network must be

designed so that the blocking probability of any connection is less than or equal to a given threshold

or bound, seen as a parameter of network design, which is usually a value close to 0. This can be

refined by looking for a design where each connection c must have a blocking probability BPc less20

than a given bound βc, so, a specific restriction for each connection. In this way, we can give more

or less importance (or priority) to some of the connections. This more general case is the one con-

sidered in this paper. The network cost definition can be addressed as an economic and commercial

point of view. For example, representing the cost of how many optical fibers are needed on the
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network, taking into account how many wavelengths each fiber can handle. However, this approach25

is highly volatile, since it quickly changes overtime, due the fast technology growth and commercial

strategies. Hence, to measure the network cost in a stable and representative way, we choose to use

the number of wavelengths on the network, as several works as done in the literature [2]. This is

because the cost of many components in an optical network is strongly affected by this parameter.

In fact, it determines how many infrastructure resources are needed on the network to achieve the30

network operation. Moreover, if the number of wavelengths required increases by any reason, the

cost of the network components may be maintained or must be increased. This means that the

economic network cost is a non-decreasing function of the network cost measured as the number of

network wavelength.

Let us now describe the most important problems that need to be solved in order to design35

dynamic WDM networks taking into account the main services they must provide.

Routing. This is a basic component of the network operation: every connection is defined by a pair

of nodes in the network, the source and the destination, and for each such pair the designer must

assign a route to be followed by the data to be transmitted.

Wavelength Dimensioning. It must also be determined how many wavelengths should be assigned to40

each link of the network, in order to achieve the compromise between efficiency and cost previously

described. As many works on the literature, we assumed each connection needs one wavelength

at each link it uses, in order to transport its content. Dimensioning the number of wavelength

varies significantly if the optical switches in the network have, or not, the ability of wavelength

conversion. The latter means that if a switch receives a signal in a particular wavelength, the45

switch can transmit the signal through any wavelength that is available at that time in its output

channel. Technology distinguishes some variants of the idea. In Partial Wavelength Conversion only

some output ports in the optical router have the capability of wavelength conversion. In Sparse

Wavelength Conversion only a small fraction of the optical routers can perform the operation. The

Sparse-Partial Wavelength Conversion (SPWC) network architecture integrates the advantages of50

both variants. In SPWC architectures, from one side the network significantly reduces the number

of wavelength converters needed, and on the other side, it is flexible enough for the carrier to migrate

the backbone to support wavelength conversion, either by adding more converters into the router

ports, or by replacing the common wavelength routers with new ones with conversion capabilities.
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See [3] for some discussions about how the SPWC scheme has the flexibility to ease network carriers55

to gradually upgrade the optical networks to support wavelength conversion. Last, a router has

Full Wavelength Conversion if every output port is equipped with wavelength conversion capacity,

and we call Complete Wavelength Conversion the case of a network where every optical router

on the network has some wavelength switching capacity. The network is of the Full-Complete

Wavelength Conversion type if both properties hold. It was shown that the blocking probability60

of the SPWC scheme is pretty close to that obtained with a full-complete wavelength conversion

(FCWC) network for the same network topology and the same link capacities (see Figure 5 and

Figure 6 of [3]). Consequently, in order to simplify the mathematical analysis (while ensuring a

good representation of reality and following the approach of [4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15]),

we assume that the network has the FCWC capacity.65

Fault Tolerance (FT). A third major problem to be addressed is to ensure that the network is still

able to provide its transmission service after the failure of one or more of its links. The solution to

this problem consists of allowing the necessary infrastructure to rapidly re-establish communication

between all source-destination pairs of nodes affected by these link failures. The frequency of link

failures’ occurrences is often significant. For instance, [16, 17] reports measures of the mean time70

between failures of about 367 year/km. This explains why failures on links may significantly impact

the performance of the networks. For example, in a 26,000 km-long network such as NSFNet [18]

(see Figure 4), there is an average of one fiber cut every 5 days. Moreover, it has been found that

the frequency with which two simultaneous network failures occur is high enough to be taken into

account in the design process. For example, in [17] it has been reported that the probability of two75

simultaneous failures occurring in a network like NSFNet is approximately 0.0027 (a downtime of

about 24 hours per year on average), which in addition to the high transmission rate of this kind

of networks, implies an unacceptable loss for the operator if the event happens. Even, some special

cases of failure as Disaster risk constrains [19] and Shared-Risk-Group (SRG) [20] are important to

be considered since there occurrence severely impact the network performance.80

The previous elements justify the need to provide an efficient methodology for multiple fault

tolerance, which should ensure (with a certain probabilistic guarantee) successful communications

among all network users despite the occurrence of failures in some of the links, and at the lowest

possible cost regarding the network infrastructure.
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In this paper we propose a new procedure for simultaneously solve the routing, wavelength85

dimensioning and multiple link fault tolerance problems (which we call the Joint3 method). This

new approach obtains all primary and secondary routes assigned to each possible connection. Sec-

ondary routes replace the primary ones when the latter are affected by at least one failure, thus

keeping users connected as long as the network itself remains connected (that is, for every con-

nection (user) there is at least one path with operational links to reach their destination nodes).90

In our approach we go one step further, and we take into account the case of an arbitrary set of

simultaneous failures. The method also evaluates the number of wavelengths W` for each link ` of

the network, ensuring that the blocking probability of any connection request will be lower than the

predefined threshold B previously mentioned, despite the possible occurrence of those simultaneous

link failures.95

The remainder of this paper is as follows: Section 2 describes the state of art related to Routing,

Wavelength Dimensioning, and Fault Tolerance Capacity on Dynamic WDM Optical Networks.

Section 3 presents the new algorithm. Section 4 contains some results obtained by the proposed

algorithm, which are compared with those obtained with the current best methods in a set of

different scenarios. Finally, the conclusions of the study are given in Section 5.100

2. State of the Art

This section describes existent literature to solve the routing, wavelength dimensioning and fault

tolerance problems on dynamic WDM optical networks.

Routing and Wavelength Dimensioning (R&WD). Both problems have been extensively studied on

the literature because of their great impact on network cost (CapEx) and on network performance.105

To ease the difficulty of solving them, they have been historically solved separately. First, a specific

procedure builds all the routes in the network. After that, the number of wavelengths on each link

is calculated in order to satisfy the maximum blocking probability acceptable by every user (that

is, by every connection), when the previously built set of routes is used. This maximal blocking

probability per connection is a network design parameter denoted βc for connection c. We will110

say that the set of capacities is compatible with the QoS constraints associated with these given

thresholds.
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Typically two hypotheses have been considered to design R&WD methods. The first one is

used when defining the routes, where the shortest paths are chosen under the assumption that this

minimizes the resource consumption [21, 22]. The second hypothesis is that selecting, within the set115

of shortest paths, a subset that allows to balance the load of each link in the network [23, 24] reduces

the global blocking probability of the network. Consequently, the method mostly used to establish

routes is the “Shortest Path Balanced Routing” (SPBR) one [25, 26, 27, 12, 28, 29, 30, 31, 32, 33].

However, these hypotheses present two problems: First, the strategy of balancing the load assumes

that all network links need the same number of wavelengths associated with, something that rarely120

occurs in real networks. Under this assumption, it is not surprising that the SPBR method obtains

less blocking probability than another routing procedure, because if a link receives more traffic load

than the rest it will necessarily have a higher blocking probability, which in turn will determine the

blocking level of the whole network. Using the just described assumptions, generally the wavelength

dimensioning has been made assigning the number of wavelengths on each link homogeneously,125

this means, the same number of wavelength on each link. Solving separately the Routing and

the Wavelength Dimensioning, it is possible to achieve good local solutions to both problems,

but the approach misses the opportunity to find a good global solution found when solving them

simultaneously. Since the wavelength dimensioning has been usually solved by simulation, the time

consuming task involved does not allowed to explore every possible solution, requiring to divide130

the R&WD problem. One way to overcome this problem is to solve the dimensioning by using

heuristics, but they should be validated extensively. Recently in [14], an exhaustively validated

heuristic strategy called CPR (Cheapest Path Routing) was applied, solving both routing and

wavelength dimensioning jointly. Its performance was better than local strategies approaches.

Fault Tolerance (FT). The fault tolerance methods proposed so far have been generally devoted to135

finding alternative paths in case that a single failure occurs across the network. Then, the number of

wavelengths in the network is dimensioned in order to tolerate this setting [34, 35, 17, 36, 37, 38, 39].

However, as observed above, the probability of occurrence of two or more simultaneous failures is

high enough to be considered important, and therefore it should be taken into account in the network

design. Some studies have focused on this scenario; see [40, 41, 42, 43, 44, 28, 30, 45]. Also, some140

studies have consider special cases of failure, such as Disaster risk constrains and Shared-Risk-Group

scenarios. Disaster risk constrains [19, 46] considers the possible service disruptions in case of a
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natural disaster or a targeted attack. On the other hand, Shared-Risk-Group (SRG) [20] considers

the possibility that some fibers are placed physically together, even if they are connecting different

optical nodes. This scenario makes them all liable to physical cuts, since they can be cut together145

at the same time.

Let us briefly list next the most common methods currently used to provide fault tolerance. One

of the most frequent ways considered to address simple and double fault tolerance, called “1+1”,

can be found in [36, 47, 35, 37, 38, 48]. In this technique, a secondary route is associated with each

primary one, designed disjoint with the latter (in the sense that they don’t share any link), and150

the information is transmitted simultaneously through both of them. To dimension the number of

wavelengths of each link (task usually done by simulation), each secondary route is considered as

just another network route with a load equal to the corresponding primary one. The 1+1 method

is scalable to provide tolerance to K ≥ 1 simultaneous failures. In this case, for each connection,

K + 1 supplementary disjoint routes must be found, one to be designed as the primary route and155

the remaining K as secondary routes. Observe that a necessary and sufficient condition for this is

that the graph defined by the set of nodes and links is (K + 1)-connected.

Another strategy is described in [49], where a routing technique is proposed to provide fault

tolerance while sharing the resources of the network. This method is known as “Shared Path

Protection” (SPP) [50, 49, 44]. In this method the extra resources (wavelengths) assigned to the160

secondary routes can be shared by different connections, and are assigned only when a fault occurs.

It can be executed in two different ways. The first one consists of running the algorithm off-line,

where the routes are calculated prior to the operation of the network (off-line SPP). The second way

is the on-line implementation (on-line SPP). In this last case, the method is executed every time

there is a change in the network (link failure or traffic load variation). In the SPP online mode, the165

primary routes are specified before the network is operating, but in order to find new routes to the

affected connections it must be executed again every time that one or more simultaneous failures

occur. For this reason, we say that this is a proactive and a reactive approach at the same time.

Finally, in [51, 52, 40, 42, 28, 30] a method of fault tolerance called “p-cycle” is used, allowing

sharing resources through fixed secondary routes which have a cyclic form. These routes are shared170

between several primary routes. One problem with this approach is that the applicability of the

idea is very dependent on the size of the network, introducing excessive additional delay for a

connection in protection state on large networks. Also, to perform multiple fault tolerance, this
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method requires a large amount of cycles (e.g. hundreds of cycles for the 11 nodes pan-European

COST 239 network [52]), which is impractical from various points of view.175

3. The Proposed Algorithm

This section contains the main contribution of the paper. We present first the model used and

the related assumptions. Then, we describe the main sub-procedures necessary to our technique.

Last, we present the algorithm in two steps, first without any fault tolerant capability, second

including general fault tolerance.180

3.1. Model and assumptions

The network topology is represented by a graph G = (V,L), where V is the set of network nodes

or vertices and L is the set of unidirectional links (the arcs in G), with respective cardinalities |V| =

V and |L| = L. The set of connections X ⊆ V2, with cardinality |X | = X, is composed by all

the source-destination pairs with communication between them. These connections are also called185

“users” in the text.

To represent the traffic between a given source-destination pair, an ON-OFF model is used.

Consider connection c. During any of its ON periods, whose average length is tON c, the source

transmits at a constant rate (which is the rate associated to the wavelength). During an OFF

period, with average length tOFF c, the source refrains from transmitting data.190

To simplify the presentation, the constant transmission rate during the ON periods is determined

by the used technology, that will be our rate unity. Consequently, the traffic load of connection c,

denoted by %c, is given by the following expression:

%c =
tON c

tON c + tOFF c

. (1)

Observe that we address here the general case where the load can be different for each connection,

the so-called heterogeneous situation, instead of the usual homogeneous case where the load is

assumed to be the same for all users [25, 26, 27, 12, 28, 29, 30, 31, 32, 33].

The specific protocols used in these types of networks also depend on many other systems’

characteristics (e.g. memory, administration type, etc.) than considered here. Hence, we restricted195

our work to obtain a methodology for the routes assignment and calculation of wavelength number
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for each network link. The rest remains to be defined according to the system’s practical aspects,

and it’s out of the scope of this paper.

Let R = {rc | c ∈ X} be the set of routes that enable communications among the different

users, where rc is the route associated with connection c ∈ X . The set R is also denominated set200

of primary routes, because this set alone does not offer any fault tolerance to the possible failure

of network links. The set of connections passing through link ` in the graph is denoted by T`, and

we denote by N` their number, that is, N` = |T`|.

Let W = {W` | ` ∈ L} be the set containing the number of wavelengths associated with each

unidirectional network link, where W`, ` ∈ L, is the number of wavelengths on link `. The value W`,205

for every ` ∈ L, will be evaluated so that the blocking probability BPc of each connection c ∈ X is

less than or equal to a given pre-specified threshold βc and the total number of available network

wavelengths is as small as possible.

The chosen number of wavelengths per link varies significantly if the optical switches in the

network have or have not the ability of wavelength conversion. When the network nodes are not210

capable of wavelength conversion, the order in which the wavelengths are used on each link is

important, since the total number of wavelengths required by the network is affected by it [53].

However, when the switches have full wavelength conversion capacity, the order of wavelengths

assignment does not affect the number of necessary wavelengths. As mention before, this paper

focuses on the full wavelength conversion case, therefore only the number of necessary wavelengths215

is important regardless of their order.

As in [53, 2, 14], in this work the total network cost Cnet is defined as the sum of all wavelengths

of all network links, that is, Cnet =
∑

`∈LW`. As we are considering fault tolerance capabilities,

this includes all the extra wavelengths needed to provide tolerance to multiple link failures.

Consider a set of every possible failure scenarios H on the network to be considered. Each of220

these scenarios is a subset of failed network links F , where F ⊂ L with cardinality |F| ≤ K. This

subset F corresponds to a failure scenario, where every links belonging to F is non operational

(failed). Therefore, this method can be applied to any possible case of failures in the network, e.g.:

every possible single failure scenario (|F| = 1) which corresponds to the case of single link failure;

every possible double failure scenario (|F| = 2); node failure (corresponding to a special case of225

multiple failure, where all the links connected to that node are non operational), etc. Similarly, we

can also handle disaster risk constrains [19, 46] and Shared-Risk-Group constrains scenarios [20].
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Disaster risk constrains can be considered in our method by including in the failure scenario F all

the links where the disaster has taken place. Also, Shared-Risk-Group (SRG) can be considered also

as a special case of multiple link failures, where F is composed by every link that can be affected230

by the same physical cut.

Assume that a set of routes R and a set of capacities W are given. Assume some failure

scenario F is also given (or observed), that is, assume that the links in F are failed, and those that

don’t belong to F work. Some additional definitions required for this method are presented in the

following list:235

• G−F = (V,L \ F), is the partial graph of G (same nodes, part of the edges), containing only

the non-failed links;

• XF = {c ∈ X | there exists ` ∈ F with ` ∈ rc}, is the set of all network connections whose

routes pass through at least one failed link;

• AF = {rc ∈ R | there exists ` ∈ F with ` ∈ rc}, is the set of routes that are affected when240

all links in F fail; that is, AF is the subset of the routes in R that are associated with the

connections in XF ;

• RF is a set of routes that replace those in AF when all links in F are failed; for each of these

routes, the corresponding blocking probability must be less than or equal to the corresponding

given upper bound;245

• SF is the total set of routes guaranteeing fault tolerance to the failure event “all links in F

fail”, that is, the set defined by SF =
(
R \ AF

)
∪RF .

3.2. Sub-procedures needed by our Joint3 method

The method needs a few sub-procedures to work. They are described now. Since the given

graph and the set of connections (or users) are fixed data that never change, as well as the upper250

bounds βc of the blocking connection probabilities, we will omit them in the list of the parameters

of the procedures. Also, when we refer to the network cost, we will write simply Cnet because we

must in general change many times during the computational process the capacities of the links.
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InitialRoutes(): initial computation of routes. Our method starts by computing an initial set of

routes. This can be done by any available technique. Typically, for each connection (s, t) we look255

for the shortest route from s to t in the graph, implicitly assuming that the capacity of all involved

links (that is, the number of wavelengths available at each arc of the graph) is infinite. Let us

symbolically write R := InitialRoutes() to represent the execution of this sub-procedure.

Dimensioning(): given the routes and the thresholds βc, compute the capacities. We call Dimen-

sioning this sub-procedure. The problem consists in finding, for each link ` ∈ L, a capacity W`260

such that the end-to-end blocking probability BPc of every user c ∈ X passing through the link `

is less than the given threshold or upper bound βc.

The dimensioning of each network link is obtained in 2 steps. First, for each link in the network

we compute a threshold δ` such that, under specific assumptions (later explained), if the blocking

probability of link `, LBP `, satisfies LBP ` ≤ δ`, then for all connection c, BPc ≤ βc. Second, an265

iterative procedure is executed in order to find an appropriate number of wavelengths using the

computed bounds δ`s on the blocking probability of the links.

Let us explain now the first step. Consider connection c and suppose for a moment that its

blocking probability satisfies BPc ≤ βc. Suppose also that the blocking of links belonging to

connection c are independent of each other. This is obviously false in general, but it is an usual

and useful trick, and it has been “numerically validated” [54], that is, it leads to very accurate

approximations (see below). Under these conditions, we have:

BPc = 1−
∏
`∈rc

(
1− LBP `

)
≤ βc.

Let us define a new threshold αc = 1−(1−βc)1/|rc|, that is, a threshold depending on the connection

only. It is now easy to check that if for each link ` ∈ rc we have LBP ` ≤ αc, then for all c, BPc ≤ βc:

BPc = 1−
∏
`∈rc

(
1− LBP `

)
(links are assumed to behave independently)

≤ 1−
∏
`∈rc

(
1− αc

)
= 1−

(
1− αc

)|rc|
= 1−

(
1− βc

)
= βc.
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Now, observe that, in general, a same link will belong to many connections. To take into account

this, the final upper bound δ` that we will use on the link blocking probabilities is:

δ` = min
c: rc3`

{αc} = min
c: rc3`

{1− (1− βc)1/|rc|}.

It remains to specify the procedure used to compute the link blocking probabilities. For this

purpose, we use the method proposed in [55], a fast and simple numerical evaluation considering

heterogeneous traffic loads on each network connection.270

To find the capacities of each of the links, observe first that if N` is the number of routes

function Dimensioning(R)

// --- input: the graph (the network), the connections

// and the bounds on the blocking probabilities,

// all seen as global variables

// and a set R of routes

// --- output: a set W of wavelengths per link

// satisfying the QoS constraints

for all link `

// --- start with capacity equal to # of passing connections

W` := N`;

// --- decrease W` until QoS constraint violated

LBP ` := LinkBlockingProbability(`);

while LBP ` ≤ δ`
W` := W` - 1;

LBP ` := LinkBlockingProbability(`);

// --- assign last value satisfying the QoS constraint

W` := W` + 1;

return W

Figure 1: Dimensioning the links: this procedure assigns a number W` of wavelengths to link `, for each `, such that

the blocking probability of connection c is less than the beforehand specified bound βc, for each c.

using link ` (easily computed from the set of routes), then we necessarily have W` ≤ N`. Now, the
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idea is to initially assign to each link ` a capacity W` = N`, in which case obviously there is no

blocking, that is, all link blocking probabilities are equal to zero. Then, we start diminishing the

capacities while checking that the link blocking probabilities are less than the thresholds δ`s. The275

process continues until the inequalities LBP ` ≤ δ` are not anymore satisfied, for all `inL. Put in

simply algorithmic form, this can be written as shown in Figure 1.

In the pseudo-code (Figure 1), LinkBlockingProbability(`) refers to the procedure described

in [55] used to calculate the blocking probability at a specific link (link ` here). Symbolically, the

execution of the whole dimensioning sub-procedure will be written W := Dimensioning(R), since280

its output is the set of wavelengths.

NewRoutes(): given the routes and the capacities, find new routes. The problem is the following:

we have a set of routes and the capacities of the links compatible with the QoS constraints given by

the thresholds βcs, that is, satisfying that for all c ∈ X we have BPc ≤ βc. The resulting network

has a total cost Cnet , equal to the sum of the capacities of all its links. We would like to find a285

new set of routes leading to a total network cost less than Cnet . In other words, we would like to

find new routes such that the sum of the wavelengths assigned to the different links is smaller than

with the initially given ones, while still satisfying the QoS required by each connection.

The idea of the sub-procedure is as follows. From the initial set of routes R, we define, for each

link `, its relative cost γ` as the ratio γ` = W`/N` ≤ 1 (recall that N` is the number of connections290

that pass through link `).

Observe that γ` is the amount of resources (wavelengths or a wavelength’s fraction) needed by

the system to serve one user (with the quality of service required). This means that if we use this

number to weight link `, and if we define the relative length of a path as the sum of the relative

costs of its links, then short paths, using this definition, are not always better than long ones.295

The search for new routes is then done as follows. We run Dijkstra’s algorithms looking, for each

user c ∈ X , for the cheapest route where the link costs are now given by the the relative costs γ`.

This produces a new set of routes that we denote R̃ = {r̃c | c ∈ X}. In pseudo-algorithmic form,

we write R̃ := NewRoutes(R,W).

BestOf (): given the ancient routes and the new ones provided by function NewRoutes(), find the300

best of the two sets. The idea is to choose which one of the two sets of routes R and R̃ has the

smallest cost, that is, the smallest total number of wavelengths (this is the sum of the wavelengths
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used by each of the network links); the one with the smallest cost is called the “best” of the two,

denoted by R′. Symbolically, we write R′ := BestOf (R, R̃).

Observe that this doesn’t guarantee that the cost of the network with the new routes R′ will305

be less than before executing the procedure. More explicitly, if we dimension again the links

(since the routes have changed) and we obtain a new set of capacities W ′ (that is, if we execute

W ′ := Dimensioning(R′)), then we can have Cnet(W ′) ≥ Cnet(W). To see this, observe that we

are in a finite model, meaning that there is a global minimal cost. Then, if the new routes together

with their dimensioning always led to strictly smaller costs, we would have a contradiction with the310

existence of the global optimum.

3.3. Algorithm without any fault tolerance capability

Let us present first the case where we don’t consider secondary routes for ensuring fault tolerance

to links’ failures. The idea is to start by any set of routes, as indicated above, for which we find

a first assignment of capacities (wavelengths), that is, for which we execute a first dimensioning315

step. Then, we continue by iterating the following actions: we find a new set of routes (R ′) by

means of the NewRoutes() procedure, then we choose the best (cheapest) set of routes between

the new routes and the previous routes (R) by means of BestOf () storing them on R ′ ′, then we

dimension again finding new capacities. We continue this scheme until some criteria is satisfied.

In our method, we stop iterating when the last M iterations couldn’t diminish the network cost,320

where M is a supplementary parameter of the global procedure. Since the best routes are chosen

as a group, we use this criteria to ensure that there is no better solution considering our relative

costs on every link γ`.

In algorithmic form, the algorithm chains the seen procedures as shown in Figure 2.

Observe that the method allows looking for new routes using the relative cost concept, suggesting325

the use of a fixed point equation (that is, an iterative process) that strongly improves the global

optimization process (see the numerical illustrations below).

The complexity of the procedure (Fig 2) is proportional to the evaluation of the cheapest routes

for every connection in X . For example, if X is composed by all the possible source-destination

pair of nodes, then the complexity is given by the Floyd-Warshall’s algorithm, which is O(N3).330

Additionally, the algorithm complexity is proportional to the number of iterations required to find

the cheapest routes (this parameter, denoted as I, in practice turns out to be less than 10). Then,
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function R&WDwithoutFT()

// --- input: the graph (the network), the connections

// and the bounds on the blocking probabilities,

// all seen as global variables

// --- output: the routes and the wavelengths per link

R := InitialRoutes(); // shortest paths

W := Dimensioning(R); // --- with W, QoS is satisfied

cmin := Cost(W); // --- cmin = W1 + · · ·+WL

counter := 0;

do

R ′ := NewRoutes(R,W); // - cheapest paths; weights = relative costs

R ′ ′ := BestOf (R,R ′);

if R == R ′ ′ exit; // - leave the do loop

W ′ ′ := Dimensioning(R ′ ′);

if Cnet(W ′ ′) < cmin then

// --- improvement

cmin := Cnet(W ′ ′); R := R ′ ′; W := W ′ ′; counter := 0;

else

counter += 1;

until counter = M

return (R,W)

Figure 2: Slightly more explicit description of function R&WDwithoutFT() presented in Figure 2.

the complexity of the method proposed to solve R&WD without any fault tolerance (considering

all the possible pair of nodes in X ) is order O(N3I). For example, when the procedure is executed

on a network topology as the ARPANET, which has 20 nodes, 67 links, and is solved with a mean335

number of iterations I = 5, the total number of operations required is in the order of 104 operations,

which is executed in less than 0.01 second in a current standard PC (Windows 10 64 bits, Intel

Core i7 2.60GHz processor and 8GB RAM).
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Let us now look at the general case, where we will also look for auxiliary routes in case of

failures, always respecting the QoS constraints.340

3.4. Multiple Fault Tolerance Capacity

function R&WDwithFTmultiple()

// --- input: the graph (the network), the connections,

// the bounds on the blocking probabilities,

// and H subsets F1, . . . ,FH of links

// where at most one of the events ‘all links in Fh

// fail simultaneously’ occurs, all seen as global variables

// --- output: the primary routes, the secondary routes

// and the wavelengths per link

(R,W) := R&WDwithoutFT ();

for h := 1..H

Sh := SecondaryRoutes(R,W,Fh);

W ′ := Dimensioning(Sh);

cmin := Cost(W);

do

Sh := SecondaryRoutes(Sh,W,Fh);

W ′ := Dimensioning(Sh);

if Cost(W ′) < cmin then

// --- improvement

cmin := Cost(W ′); Wh := W ′;

until no improvement in network cost in the last M iterations

for ` := 1..L

W` := Max (W`,W1
` , ..WH

` )

return (R,S,W)

Figure 3: Algorithm for solving the R&WD problem, providing alternative routes if the links of one specific subset

of links fail (all together) belonging to a list of possible subsets of links that can fail.
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We first use previous algorithm to obtain a set of routes R and a set of capacitiesW compatible

with the QoS constraints βc, c ∈ X , assuming no failures. Then, we consider that we have a set

of every possible failure scenarios H, where each of these scenarios is a subset of failed network

links F that can have up to K ≥ 1 simultaneous link failures (obviously, K is usually 1 or 2, but345

our method is general). To explain how the procedure works, just assume that the only possible

failure event is the simultaneous failures of all links in a specific subset F of L.

We first start by finding replacement routes in case of the failure of all links in a single subset

of links F . If a route rc doesn’t use any link of F , it is not changed. But for all connections c

whose route rc ∈ R uses at least one link of F (that is, for all c ∈ XF ), we must find a new350

route that avoids the links of F . As in previous subsection, for every link ` ∈ L \ F , we define

its relative cost γ` using the capacities in W by the expression γ` = W`/N`, and then, with these

γ`s as weights, we run Dijkstra’s algorithm to find the cheapest route for each connection c ∈ XF ,

which we denote by r′c here. The set of all these routes will be denoted by RF .

Symbolically, and adding more parameters to NewRoutes() since we are changing, for instance,355

the link set, we execute the call RF := NewRoutes(L \ F ,XF ,R,W). Observe that R is indexed

on X but the function uses only the routes in AF , that is, those whose indexes in R belong to

set XF . Similarly, W is indexed on L but we are concerned here only by the links in L \ F .

Then, define the set of routes:

SF =
(
R \ AF

)
∪RF .

In words, SF is the set of routes to use when all links in F are failed. Now, we must dimension

again the links because we must always respect the QoS constraints. For this purpose, we restrict360

the analysis to the graph G−F , that is, we remove the links in F from L, and we run a dimensioning

phase as in previous section. In pseudo-algorithmic form, we execute the function call WF :=

Dimensioning(L \ F ,SF ).

Next, we proceed as in the algorithm without any fault tolerance capability: since we have now

new relative costs for the links in L \ F , we can: run again Dijkstra, compute new routes, then365

dimension again the links in L\F , recompute relative costs, and so on, stopping the process when a

convergence criteria is satisfied. For this purpose, each time we dimension again the links in L \F ,

we compute the new network cost Cnet and we compare it to its previous value.

To finish this process, since we obtain now new capacities for the links in each possible L \ F ,
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stored in WF` , for every possible failure scenario in H, we compare each WF` (and the W` obtained370

in the no failure scenario), for all ` ∈ L, and the final capacity of the link will be the maximum

between them. Formally, we add a procedure Max () that performs this task, and we symbolically

write W` := Max (W`,W1
` , ..WH` ). Finally, putting together each final link capacity W` ∈ L will

conform the final dimensioning set W.

The corresponding pseudo-code is presented in Figure 3.375

The complexity of the fault tolerance procedure presented on Fig 3 is proportional to the number

of link failures scenarios in H, the complexity of Dijkstra’s algorithm (O(N2)) to find the cheapest

routes for every connection in XF and the number of iterations required for the algorithm to find

the cheapest routes (again defined as I, which in practice turns out to be less than 10). The set XF

cardinality is given by X the total number of network connections, multiplied by the mean number380

of hops of each connection route, which is denoted by r, divided by the total number of network

links L. Then, the procedure complexity is order O(HN2X·r
L I). For example, in the case of single

link failure (in this case the number of link failures scenarios H is given by the L possible single link

failure) the complexity of the proposed method is order O(LN2X·r
L I). On the other hand, if the

algorithm is used to solve the problem of double link failures, the link failure scenarios are H = L2;385

therefore the algorithm complexity is order O(L2N2X·r
L I).

For example, to execute the method on the ARPANET network topology (20 nodes and 67

links), considering that the mean number of iterations I = 5 and the mean number of hops on the

network routes r is equal to 3, the total number of operations required to solve single and double

link failure is in the order of 108 operations, which is executed in a time close to 1 second in a390

current normal PC. This theoretical complexity agrees strongly with the practical values obtained

in practice (see section 4).

4. Examples

To compare different methods, it is necessary to evaluate their performances with respect to

relevant metrics that enable to assess the advantages/disadvantages of each of them. The most395

important metrics for the routing, dimensioning and fault tolerance algorithms are: the cost of the

network and the delay in the restoration procedure in case of the occurrence of failures, when this

is relevant (in our approach this delay is negligible since the computations are done off-line).
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Figure 4: Mesh networks evaluated. The number of links refers to the number of bidirectional arcs. Observe that in

the picture we see the edges (for instance, the picture shows the Eurocore topology with 25 edges, which corresponds

to 50 arcs). The parameter d is a measure of density: if the graph has a arcs (twice the number of edges) and n

nodes, d = a/
(
n(n− 1)

)
.

Ideally, one of the things that should be done when evaluating any method in this area is to

compare its output with the (an) optimal solution, but this is impossible due to the high cost in time400

and memory of the execution of the necessary optimization procedure, even for small topologies

[56, 57]. Because of this, the selected alternative was to compare the Joint3 method with the most

frequently referenced current techniques.

When reviewing the current methods of Routing and Wavelength Dimensioning, it was noted

that the algorithm most commonly referenced today, and considered the best so far, is SPBR405

[25, 26, 27, 12, 28, 29, 30, 31, 32, 33] (see Section 1). Consequently, this was the method chosen for

comparison.

There are several types of fault tolerance algorithms proposed so far, such as Shared Path

Protection, p-cycle and 1+1. In the sequel we discuss the pertinence in comparing Joint3 with each

of these different types of algorithms.410

Shared Path Protection (SPP) Method. This strategy provides tolerance to multiple network links

failure. There are two methods for implementing this algorithm (SPP on-line and SPP off-line).

Both methods require between 40 to 80% of additional wavelengths (compared to the case without

fault tolerance) to provide single link fault tolerance capability [49]. Another aspect that must

be considered is that the SPP off-line method has the additional weakness that the percentage of415

restorability obtained (percentage of connections that remain connected in case of link failure) is

very low (80% to 90% [49]). Therefore, it is not comparable to the method proposed in this work,

which ensures that the blocking probability pre-established by the network designer (i.e. 10−6) is

satisfied. On the other hand, the implementation of the SPP-online method requires to run on
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demand a route search algorithm (whenever one or more links fail) in order to find an alternative420

route to each affected connection. Evidently, this on-line strategy causes a slow re-routing, which

added to the fact that many of the applications that use computer networks require very fast on-line

responses in case of failures [1], make that this type of method does not represent a practical fault

tolerant mechanism for many practical applications. Due to the facts just commented, the SPP

method was not considered for comparison with the method proposed in this paper.425

The p-cycle Method. To provide tolerance to multiple failures, this method requires a large quantity

of cycles (which implies a high cost when defining secondary routes), so it is not scalable for

multiple faults. Given the fact that in this paper we consider the multiple fault tolerant case, it is

unreasonable to compare our method with the p-cycle one.

Method 1+1. This method provides tolerance to multiple failures, using as many disjoint routes as430

simultaneous link failures it can tolerate. It solves the problem of primary and secondary routes

prior to the network dimensioning (off-line) sub-task. Then, the number of wavelengths is com-

puted, having as a constraint to provide enough resources to all routes, and guaranteeing sufficient

information to re-route each connection in case of failure. Consequently, 1+1 is the most suitable

fault tolerance method to compare with our algorithm.435

In summary, the most appropriate methods for comparison are SPBR in order to generate the

primary routes and then, 1+1 for the fault tolerance mechanism. These two methods together

are denoted SPBR1+1 in the paper. To evaluate the corresponding blocking probabilities, the

mathematical method proposed in [55] was used in both SPBR1+1 and Joint3.

To evaluate the performance of the methods under different scenarios, the algorithms were440

executed for different real network topologies, having different sizes and different degrees of connec-

tion d, where d is the average number of neighbors of a node in the network. Some of the selected

topologies and their respective parameters N , L and d are shown in Figure 4.

In Figure 5 we show the total cost Cnet obtained by the Joint3 and SPBR1+1 methods for the

case of a single link failure, as a function of the traffic load, for different network topologies, and for445

a maximum acceptable blocking connection of 10−6. Additionally, Figure 6 shows the Cnet value

for the same methods, but for double link failures. Note that the total cost Cnet is given by the

total number of wavelengths necessary to perform in both cases, with or without fault tolerance

capability, that is, including the primary and secondary routes of every connection c (but only taking
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Figure 5: The total number of wavelengths Cnet obtained with our method (Joint3) and SPBR1+1 on Eurocore,

NSFNet, Arpanet and UKNet real mesh network topologies, for different connection traffic loads, in the single fault

tolerance case.

into account the actual traffic that can transmit each possible scenario). Also, it is important to450

notice that in this section only single and double link failure scenarios are shown. This is because

to represent another kind of failures scenarios, such as SRG and Disaster Risk constrains, the total
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Figure 6: The total number of wavelengths Cnet obtained with our method (Joint3) and SPBR1+1 on Eurocore,

NSFNet, Arpanet and UKNet real mesh network topologies, for different connection traffic loads, in the double fault

tolerance case.

number of different scenarios could be unmanagable, and any subset selection could be arbitrary.

As it can be seen in Figure 5, in the case of tolerance to a single failure, the Joint3 method

performs clearly better. In fact, for all the scenarios evaluated in our experiments, the SPBR1+1455
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Parameters Cnet no FT Cnet Single FT Cnet Double FT

Topology Joint3 SPBR1+1 Joint3 EX SPBR1+1 EX Joint3 EX SPBR1+1 EX

Eurocore 174 174 278 60% 398 128% 324 86% 454 160%

NSFNet 384 390 590 51% 656 108% 671 68% 926 137%

ArpaNet 912 922 1422 54% 1816 100% 1610 74% 2223 140%

UKNet 910 974 1482 52% 1878 92% 1611 65% 2242 130%

Table 1: Total number of wavelengths required by the Joint3 and SPBR1+1 methods: no fault tolerance (Cnet

no FT), single fault ((Cnet Single FT), and simultaneous double fault (Cnet Double FT), for Eurocore, NSFNET,

ARPANET, UKNet and Eurolarge networks, considering a maximum blocking probability of 10−6 and a load of

traffic 0.3. Additionally, the extra percentage of wavelength (with respect to the no failure case), needed to achieve

single and double fault tolerance by each method, respectively, denoted as EX is presented.

method requires in general 30% more wavelengths (for % = 0.3 which is a representative network load

[1]) than the cost of the method proposed herein. In the case of tolerance to two simultaneous failures

of links (Figure 6), the Joint3 method also significantly outperforms the SPBR1+1 technique. In this

last case, the SPBR1+1 method requires in the order of 40% more wavelengths (always for % = 0.3

[1]) than our proposal. Notice that each scenario presented herein achieves to connect the same460

users (connections) with the same QoS requirements (maximum acceptable blocking probability),

but our proposal requires less resources than SPBR1+1 to do so.

To better exemplify such differences, in Table 1, the total cost Cnet is shown for the following

cases: without fault tolerance (Cnet no FT); single link failure (Cnet Simple FT); and simultaneous

double link failure (Cnet Double FT). The results shown were obtained for the same network465

topologies as in Figure 5, and considering a maximum blocking probability of 10−6 for a traffic

load of 0.3. Additionally, the single and double fault tolerance cases include the extra percentage of

wavelength (with respect to the no failure case) needed to achieve single and double fault tolerance

by each method, respectively, denoted as EX.

In Table 1 it is clear that our method performs much better than SPBR1+1. For example, to470

achieve the same users and QoS requirements, the Joint3 method requires only a 50% to 60% extra

number of wavelengths than the no fault tolerance case, to provide single fault tolerance; meanwhile,

the SPBR1+1 requires from 90% to 120% more wavelengths than the no fault tolerance scenario.

On the other hand, in the double link failure case, our proposal requires between 60% to 90% extra

wavelengths, in contrast to the SPBR1+1 method which requires almost 150% more wavelengths475
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than the no fault tolerance scenario requires. A notable consequence of this performance is that

our method achieves double fault tolerance capacity with the same (or even less) resources than

the ones required using the SPBR1+1 method to provide just single fault tolerance.

Let us discuss here some qualitative reasons that justify the better results of Joint3 over

SPBR1+1:480

• By simultaneously solving the 3 problems (primary and secondary routing, wavelengths di-

mensioning and fault tolerance), a global solution is obtained, which is a more efficient strategy

than to solve these problems separately.

• Joint3 uses a wavelength dimensioning policy without distinction between primary and sec-

ondary routes. Therefore, it better exploits statistical multiplexing among all requests for485

connection/disconnection.

• Our technique never dimensions the cases that will never happened. For example, when

dimensioning a determined failure case, it does not consider the load of the primary routes

affected by the link failures. Although this fact may seem trivial, this is not considered by

the 1+1 method.490

• Joint3 uses a fixed point algorithm (do-until loop on Figures 2 and 3), which begins with

an approximate initial solution and repeats an iterative cycle, generating a succession of

improved solutions, until obtaining the best possible outcome (i.e., until it converges to a

solution) within the criteria used.

• The usual blocking probability evaluation is based on simulation techniques, which is a slow495

procedure. Consequently, the evaluation process is limited to only a few restricted scenarios.

So, to find the best possible solution, researchers apply some criteria to restrict the solutions

search (heuristics). For example, using SPBR to select the primary routes, and similar criteria

to find secondary routes. However, Joint3 was able to outperform these methodologies, so we

can conclude that such heuristic solutions are not using completely accurate assumptions and500

decisions. We think that one of the key aspects why our proposal achieves better solutions is

due to the fact that we can quickly explore a bigger solution space to find the best possible

solution.
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In addition to the increased efficiency compared to existing methods, the Joint3 method has

other desirable attributes:505

a) It is scalable to any set of simultaneous failures, as long as the network remains connected after

those multiple failures.

b) The on-line operation of the method is very fast and simple. This is due to the fact that the

re-routing information is stored in routing tables, which contain the secondary routes for each

possible failure scenario. This means that the mechanism of fault tolerance can be executed510

quickly on demand.

c) The off-line execution time of the Joint3 method takes only a few seconds using a standard

current PC (Windows 10 64 bits, Intel Core i7 2.60GHz processor and 8GB RAM).

5. Conclusions

A novel method was proposed to jointly solve three main problems in optical network design.515

These concern routing, wavelength dimensioning and fault tolerance capacity on any set of link

failures.

The methodology differs considerably from those published so far. Its main contributions are

the following: a) Our approach jointly solves three problems at the same time: it determines the

set of primary and secondary routes, it evaluates the minimum number of wavelengths necessary on520

each network link so that the blocking probability of each user is lower than a certain pre-specified

threshold (which is a design parameter of the network), and it solves the fault tolerance problem on

any set of possible link failures. b) By simultaneously attacking the three problems, a global solution

can be obtained, which is often more efficient than that obtained when solving them separately.

The solution is more efficient than current methods in terms of necessary number of wavelengths.525

c) Our technique dimensions the number of wavelengths without making any distinction between

primary and secondary routes. In this way, it better exploits statistical multiplexing among all

connection requests. d) The method is scalable to any set of simultaneous link failures, as long as

the network topology allows reconnection via the links that remain operating. e) The main work of

the procedure is executed before the network is operating (off-line) and the on-line operation of our530

procedure is simple and fast, since the routes (both primary and secondary) are stored in routing
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tables that are consulted only under demand. f) It requires a few seconds to fulfill the routing and

the wavelength dimensioning subtasks, so our approach can be adapted to traffic load variations

during network operation.
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