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Abstract

In the context of numerical constrained optimization, we investigate stochastic
algorithms, in particular evolution strategies, handling constraints via augmented
Lagrangian approaches. In those approaches, the original constrained problem
is turned into an unconstrained one and the function optimized is an augmented
Lagrangian whose parameters are adapted during the optimization. The use of
an augmented Lagrangian however breaks a central invariance property of evo-
lution strategies, namely invariance to strictly increasing transformations of the
objective function. We formalize nevertheless that an evolution strategy with aug-
mented Lagrangian constraint handling should preserve invariance to strictly in-
creasing affine transformations of the objective function and the scaling of the
constraints—a subclass of strictly increasing transformations. We show that this
invariance property is important for the linear convergence of these algorithms
and show how both properties are connected.
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1. Introduction

Evolution strategies (ESs) are randomized (or stochastic) algorithms that are
widely used in industry for solving real-wold continuous optimization problems.
Their success is due to their robustness and their ability to deal with a wide range
of difficulties encountered in practice such as non-separability, ill-conditioning,
and multi-modality. They are also well-suited for black-box optimization, a com-
mon scenario in industry where the mathematical expression of the objective
function—or the source code that computes it—is not available. The covariance
matrix adaptation evolution strategy (CMA-ES) [15] is nowadays considered the
state-of-the-art method and is able to achieves linear convergence on a large class
of functions when solving unconstrained optimization problems.

Linear convergence is a desirable property for an ES; it represents the fastest
possible rate of convergence for a randomized algorithm. It has been widely in-
vestigated in the unconstrained case on comparison-based adaptive randomized
algorithms [8, 7, 11, 6, 9], where the connection between linear convergence and
invariance of the studied algorithms has been established.

On ESs for unconstrained optimization, linear convergence is commonly an-
alyzed using a Markov chain approach that consists in finding an underlying ho-
mogeneous Markov chain with some “stability” properties, generally positivity
and Harris-recurrence. If such a Markov chain exists, linear convergence can be
deduced by applying a law of large numbers (LLN) for Markov chains. In [8], it is
shown that the existence of a homogeneous Markov chain of interest stems from
the invariance of the algorithm, namely invariance to strictly increasing transfor-
mations of the objective function, translation-invariance, and scale-invariance.

In this work, we study ESs for constrained optimization where the constraints
are handled using an augmented Lagrangian approach. A general constrained
optimization1 problem can be written as2

arg min
x

f(x)

subject to g(x) ≤ 0 , (1)

where f : Rn → R is the objective function and g : Rn → Rm is the constraint

1We consider minimization in this work. Therefore, by “optimization”, we implicitly refer to
minimization.

2An equality constraint can be written as two inequality constraints, hence the absence of
equality constraints in (1).

2



function. The notation g(x) ≤ 0 in this case is equivalent to

gi(x) ≤ 0, i = 1, · · · ,m ,

where g(x) = (g1(x), · · · , gm(x))ᵀ and gi : Rn → R, i = 1, · · · ,m. Aug-
mented Lagrangian methods transform the initial constrained problem (1) into
one or many unconstrained problems by defining a new function to minimize, the
augmented Lagrangian. The use of an augmented Lagrangian, however, results
in the loss of invariance to strictly increasing transformations of f , as well as g.
Yet, invariance to a subset of strictly increasing transformations can be achieved:
namely invariance to strictly increasing affine transformations of the objective
function f and to the scaling of the constraint function g. We formulate that this
invariance should be satisfied for an augmented Lagrangian ES. We explain how
this property, along with translation-invariance and scale-invariance, is related to
linear convergence of the algorithm by exhibiting a homogeneous Markov chain
whose stability implies linear convergence.

This paper is organized as follows: first, we give an overview of augmented
Lagrangian methods in Section 2. Then, we present our algorithmic setting in
Section 3: we describe a general framework for building augmented Lagrangian
randomized algorithms from adaptive randomized algorithms for unconstrained
optimization in Section 3.1, then we use this framework to instantiate a practical
ES with adaptive augmented Lagrangian in Section 3.2 and a more general step-
size adaptive algorithm with augmented Lagrangian in Section 3.3. In Section 4,
we discuss important invariance properties for augmented Lagrangian methods.
Section 5 is dedicated to the analysis: we start by showing that our general aug-
mented Lagrangian step-size adaptive algorithm satisfies the previously defined
invariance properties in Section 5.1. In Section 5.2, we give an overview of the
Markov chain approach for analyzing linear convergence in the unconstrained
case, then we apply the same approach to investigate linear convergence of our
general algorithm. We show in particular how invariance allows to achieve lin-
ear convergence on problems with linear constraints. We present our numerical
results in Section 6 and provide a discussion in Section 7.

A preliminary version of this work was published in [5]. The focus was on
identifying a homogeneous Markov chain for the general augmented Lagrangian
algorithm we study, then deducing its linear convergence under sufficient stability
conditions.
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Notations
We denote Z≥0 the set of non-negative integers {0, 1, · · · } and Z>0 the set of

positive integers {1, 2, · · · }. We denote R≥0 the set of non-negative real numbers
and R>0 the set of positive real numbers. We denote [x]i the ith entry of a vector
x. For a matrix M, [M]ij denotes the entry in its ith row and jth column. We
denote 0 the vector (0, · · · , 0)ᵀ ∈ Rn and In×n ∈ Rn×n the identity matrix. We
denote N (0, In×n) the multivariate normal distribution with mean 0 and covari-
ance matrix In×n. We refer to a multivariate normal variable with mean 0 and
covariance matrix In×n as standard multivariate normal variable in the remainder
of the paper. We denote Im(f) the image of a function f and ◦ the function com-
position operator. We denote � the entrywise (Hadamard) product. For a vector
x = (x1, · · · , xk)ᵀ, x2 denotes the vector (x2

1, · · · , x2
k)

ᵀ.

2. Augmented Lagrangian Methods: Overview and Related Work

Augmented Lagrangian (AL) methods are a family of constraint handling ap-
proaches. They were first introduced in [16, 20] as an alternative to penalty func-
tion methods, in particular quadratic penalty methods, whose convergence neces-
sitates the penalty parameters to grow to infinity as the optimization progresses,
thereby causing ill-conditioning [19].

Analogously to penalty function methods, AL methods proceed by transform-
ing the constrained problem into one or many unconstrained optimization prob-
lems by constructing a new objective function, the AL, as a combination of a
Lagrangian and a penalty function part. Consider the constrained optimization
problem in (1). The Lagrangian is a function L : Rn × Rm → R defined as

L(x, γ) = f(x) + γᵀg(x) , (2)

where γ = (γ1, · · · , γm)ᵀ is a vector of Lagrange factors. The Lagrangian L is
used in the literature to formulate the so-called Karush-Kuhn-Tucker (KKT) first-
order necessary conditions of optimality, one of which is the KKT stationarity
condition that states the following: if a point x∗ ∈ Rn is a local minimum for
the constrained problem (1), then, assuming the derivatives of f and g at x∗ exist
and some constraint qualifications3 hold at x∗, there exists a vector γ∗ ∈ Rm

≥0 of

3Constraint qualifications are regularity conditions that the constraint functions need to satisfy
in order for the KKT conditions to apply. The linear independence constraint qualification (LICQ)
and the Mangasarian-Fromovitz constraint qualification (MFCQ) [19] are commonly used in the
literature.
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Lagrange multipliers such that

∇L(x∗, γ∗) = ∇f(x∗) + γ∗ᵀ∇g(x∗) = 0ᵀ , (3)

where ∇f(x∗) is the gradient of f at x∗ and ∇g(x∗) is a m × n Jacobian matrix
whose ith row is the gradient ∇gi(x∗). We say that x∗ is a KKT point. The KKT
conditions ensure the existence of a vector γ∗ of Lagrange multipliers. If the
constraints satisfy the linear independence constraint qualification (LICQ) [19]
however, i.e. if the constraint gradients are linearly independent, the vector γ∗ of
Lagrange multipliers is unique [19].

The AL, denoted h, is constructed by “augmenting” the Lagrangian L in (2)
by a penalty term. The resulting function is of the form:

h(x, φ) = f(x) + ϕ(g(x), φ) , (4)

where the vector γ of Lagrange factors is part of the parameter φ and the function
ϕ combines the constraints and the parameter vector φ. We consider ALs that are
parametrized by γ and a vector ω = (ω1, · · · , ωm)ᵀ ∈ Rm

>0 of penalty factors, i.e.
φ = (γ, ω), such as the practical AL for (1) defined as

h(x, γ, ω) = f(x) +
m∑
i=1

{
γigi(x) + 1

2
ωigi(x)2 if γi + ωigi(x) ≥ 0

− γi
2

2ωi
otherwise︸ ︷︷ ︸

ϕ1(g(x),γ,ω)

. (5)

The quality of a solution x is determined by adding f(x) and (i) γigi(x)+ ωi

2
gi(x)2

if gi(x) is larger than − γi

ωi
or (ii) − γi

2

2ωi
otherwise, for each constraint gi. There-

fore, when “far” in the feasible domain, the objective function is only altered by
a constant. In this work, however, we study a particular case of (1) where all the
constraints are active at the optimum4 (see Section 5 for details on the consid-
ered constrained problem). Therefore, we use the following (simpler) AL for our
analysis:

h(x, γ, ω) = f(x) + γᵀg(x) +
1

2
ωᵀg(x)2︸ ︷︷ ︸

ϕ2(g(x),γ,ω)

. (6)

In comparison to the AL in (5), a penalization is applied even when a point is far in
the feasible domain. In practice, the function ϕ in (4) is designed such that a KKT
point x∗ is a stationary point for h, that is, for all ω ∈ Rm

>0,∇xh(x∗, γ∗, ω) = 0ᵀ.

4We say that a constraint gi is active at a point x̄ if gi(x̄) = 0.
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In adaptive AL approaches, γ is adapted to approach the Lagrange multipliers
and ω is generally increased to favour feasible solutions. A good adaptation mech-
anism for ω should only increase ω when necessary to prevent ill-conditioning.
Indeed, with AL approaches, penalty factors do not need to tend to infinity in
order to converge [19].

AL approaches have gained a large interest since their introduction in the
1960s and their convergence has been widely investigated in the mathematical
nonlinear programming community [12, 17, 10]. In evolutionary computation,
there exist some examples of evolutionary algorithms using ALs to handle con-
straints, as in [21] where the authors present an AL coevolutionary method for
constrained optimization, where a population of Lagrange factors is evolved in
parallel with a population of candidate solutions using an evolution strategy with
self-adaptation.

In [13], the authors present a genetic algorithm for constrained optimization
with an AL approach. Their algorithm requires a local search procedure to im-
prove the current best solution in order to converge to the optimal solution and to
Lagrange multipliers.

More recently, an AL approach was implemented for a (1 + 1)-ES to han-
dle one constraint in [2]. The authors present an adaptation rule for the penalty
parameter and observe the linear convergence of their approach on a linearly con-
strained sphere function and a linealy constrained moderately ill-conditioned el-
lipsoid function. This algorithm was analyzed in [3] using a Markov chain ap-
proach. The authors construct a homogeneous Markov chain and deduce linear
convergence to the optimum and the associated Lagrange multipliers under the
stability of this Markov chain. In [4], a general framework for building an adap-
tive AL randomized algorithm is presented for the case of one constraint. The au-
thors use this general framework to implement the AL approach presented in [2]
for CMA-ES.

3. Algorithmic Framework

Given an adaptive randomized algorithm for unconstrained optimization, it is
possible to build an AL algorithm for constrained optimization by applying the
general framework described in [4]. In the following, we extend this framework
to the case of multiple constraints and use it to construct a practical (µ/µw, λ)-ES
with adaptive AL, as well as a general AL adaptive randomized algorithm that
includes the previous (µ/µw, λ)-ES as a particular case.
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3.1. Methodology for Building AL Adaptive Randomized Algorithms
Let consider a general adaptive randomized algorithm minimizing an objective

function f : Rn → R and whose state at time t is given by the state variable
θu
t ∈ Ωu, where Ωu is the state space and where the superscript “u” stands for

“unconstrained”. The algorithm can be viewed as a sequence {θu
t : t ∈ Z≥0}

of its states, where each state is defined recursively via a deterministic transition
function F parameterized by f , according to

θu
t+1 = Ff (θu

t ,Ut+1) , (7)

where in our case Ut+1 = (U1
t+1, · · · ,Uλ

t+1) ∈ Rn×λ is a vector of λ independent
identically distributed (i.i.d.) random vectors Ui

t+1, i = 1, · · · , λ. The update
of the state variable θu

t typically includes the generation of λ candidate solutions
{Xi

t+1 : i = 1, · · · , λ} whose f -values are used to compute the new state θu
t+1. In

the case of ESs, this update is comparison-based, that is, the f -values of the can-
didate solutions are only used through comparison. Therefore, the update in (7)
can be rewritten as a deterministic function G of the current state and the ordered
vector Uςu

t+1 = (Uςu(1)
t+1 , · · · ,U

ςu(λ)
t+1 ) as follows:

θu
t+1 = G(θu

t ,U
ςu

t+1) , (8)

where ςu is the permutation of indices obtained from ranking the candidate solu-
tions according to their f -values. More formally, ςu satisfies

f(Xςu(1)
t+1 ) ≤ · · · ≤ f(Xςu(λ)

t+1 ) . (9)

This formalism was first introduced in [8] as part of a general methodology to
analyze linear convergence on comparison-based adaptive randomized algorithms
for unconstrained optimization with a Markov chain approach.

In the presence of constraints handled with an AL, the objective function f
is replaced by the AL, h, defined by the general equation (4). In adaptive AL
approaches, the parameter φ is updated. This leads to a dynamic optimization
problem where the objective function changes possibly at each iteration. There-
fore, starting from a comparison-based adaptive randomized algorithm for uncon-
strained optimization with a state θu

t and the update function G in (8), one can
build a randomized algorithm with adaptive AL constraint handling as follows:

• The state θt of the new algorithm is defined as the state of the original algo-
rithm to which we add the vector φt of the AL parameters. Formally,

θt = (θu
t , φt) , (10)

and we denote Ω the state space of the new algorithm.
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• The objective function on which the candidate solutions {Xi
t+1 : i = 1, · · · , λ}

are evaluated is the AL, h(x, φt).

• The update of the state θt of the new algorithm takes place in two stages:
first, θu

t is updated via
θu
t+1 = G(θu

t ,U
ς
t+1) , (11)

where the permutation ς extracts the indices of the ordered candidate solu-
tions on h, i.e.

h(Xς(1)
t+1 , φt) ≤ · · · ≤ h(Xς(λ)

t+1 , φt) .

Then, the vector φt of the AL parameters is updated via

φt+1 = H(f,g)(φt, θ
u
t ,U

ς
t+1) , (12)

where we assume the update functionH to depend also on θu
t , on the vector

Ut+1, and possibly on the f -values and g-values of the candidate solutions
{Xi

t+1 : i = 1, · · · , λ}.

We now use this framework to instantiate a practical adaptive randomized al-
gorithm with AL constraint handling.

3.2. Practical ES with Adaptive AL Constraint Handling
We present a non-elitist, multi-parent, step-size adaptive ES with an adaptive

AL constraint handling. We refer to our algorithm as the (µ/µw, λ)-CSAoff-AL,
where “CSA” denotes the cumulative step-size adaptation rule [15], and the sub-
script “off” indicates a variant of CSA where the cumulation is deactivated. This
ES generalizes the adaptive AL approach presented in [2] to non-elitist selection
and multiple constraints; we extend in particular the adaptation of the penalty
parameters to the case of multiple constraints.

The pseudocode is given in Algorithm 1. Lines 0–3 define the input of the
algorithm, its constants, the AL under consideration, and the initial parameters
values. First, λ candidate solutions {Xi

t+1 : i = 1, · · · , λ} are sampled in Line 4
according to

Xi
t+1 = Xt + σtUi

t+1 , (13)

where Xt is the current estimate of the optimum, also referred to as the mean
vector, and where

A1 each Ut+1 = (U1
t+1, · · · ,Uλ

t+1) ∈ Rn×λ for t ∈ Z≥0 satisfies {Ui
t+1 : i =

1, · · · , λ} are i.i.d. standard multivariate normal variables. The sequence
{Ut+1 : t ∈ Z≥0} is i.i.d.
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The factor σt > 0 is the step-size and determines the “width” of the sampling
distribution. The candidate solutions are then ranked according to their h-values in
Line 5, where ς is the permutation that contains the indices of the ranked candidate
solutions and is defined according to

h(Xς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xς(λ)

t+1 , γt, ωt) . (14)

The new solution Xt+1 is computed in Line 6 by recombining the µ best can-
didate solutions (or parents) in a weighted sum according to

Xt+1 = Xt + σt

µ∑
i=1

wiU
ς(i)
t+1 . (15)

The constants wi, i = 1, · · · , µ, are the weights associated to the parents, where
larger weights are attributed to better parents. This recombination scheme is called
weighted recombination and is denoted by “w” in (µ/µw, λ).

The step-size is adapted using a simplified variant of the CSA rule [15], where
the cumulation is deactivated. The update is given in Line 7 according to

σt+1 = σt exp
1
dσ

(√
µeff‖

∑µ
i=1wiU

ς(i)
t+1‖

E‖N (0, In×n)‖
−1

)
. (16)

The algorithm only uses the weighted sum
∑µ

i=1 wiU
ς(i)
t+1 of the best steps in

the current iteration, as opposed to the sum of successive steps over the itera-
tions in the original CSA. The norm of this weighted sum is compared to the
expected norm of a standard multivariate normal variable by computing the ra-

tio
√
µeff‖

∑µ
i=1 wiU

ς(i)
t+1‖

E‖N (0,In×n)‖ , where µeff is a normalization factor, and the step-size σt is

updated depending on the result of the comparison: if
√
µeff‖

∑µ
i=1 wiU

ς(i)
t+1‖

E‖N (0,In×n)‖ ≥ 1, sug-
gesting that the progress is too slow, σt is increased. Otherwise, σt is decreased.
A damping factor dσ is used to attenuate the changes in σt values.

The vector γt of Lagrange factors is adapted in Line 8 according to

γt+1 = γt +
1

dγ
ωt � g(Xt+1) . (17)

A Lagrange factor γit is increased if the new estimate of the optimum Xt+1 violates
the corresponding constraint gi, and decreased if Xt+1 satisfies the constraint. A
damping factor dγ is used to control the changes of γt.
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The vector ωt of penalty factors is adapted in Line 9 as follows:

ωt+1 = ωt �



χ1/(4dω) if ωitgi(Xt+1)2 < k1

|h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or k2|gi(Xt+1)− gi(Xt)| < |gi(Xt)|
χ−1/dω otherwise


i=1,··· ,m

(18)
This update extends the original update presented in [2] to the case of multiple
constraints. A penalty factor ωit is increased if the influence of the penalty part,
ωitgi(Xt+1)2, in the h-value of the new mean vector Xt+1 is too small. This is ex-
pressed by the first inequality in Line 9 where the penalty part is compared to the
difference between h-values of Xt and Xt+1. A penalty factor is also increased if
the difference in the corresponding constraint value |gi(Xt+1) − gi(Xt)| is signif-
icantly smaller than |gi(Xt)| (second inequality in Line 9). Increasing the penalty
factor in this case favors the selection of solutions with smaller constraint val-
ues and, hence, solutions on the boundary of the feasible domain. For the sake
of readability, we introduce the function W(f,g) : Rm × Rm × Rn × Rn → Rm

defined as follows:

W(f,g)(γ, ω, x, y) =



χ1/(4dω) if ωigi(y)2 < k1

|h(y,γ,ω)−h(x,γ,ω)|
n

or k2|gi(y)− gi(x)| < |gi(x)|
χ−1/dω otherwise


i=1,··· ,m

,

(19)
to define the update of ωt in the remainder of this paper. The superscript (f, g)
indicates the objective and the constraint functions that are used in h. Therefore,
Line 9 in Algorithm 1 will simply read:

ωt+1 = ωt �W(f,g)(γt, ωt,Xt,Xt+1) . (20)

The (µ/µw, λ)-CSAoff-AL is an adaptive randomized algorithm with state θt =
(Xt, σt, γt, ωt). It is built from a comparison-based adaptive randomized algorithm
for unconstrained optimization following the framework introduced in Section 3.1
(see (11) and (12) in particular). Given the current state θt and the vector Ut+1 =(
U1
t+1, · · · ,Uλ

t+1

)
of i.i.d. normal vectors, the new state θt+1 is given by

θt+1 = F (f,g)(θt,Ut+1) =

(
G((Xt, σt),Uς

t+1)
H(f,g)((γt, ωt), (Xt, σt),Uς

t+1)

)
, (21)
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Algorithm 1 The (µ/µw, λ)-CSAoff-AL

0 input: n ∈ Z>0, f : Rn → R, g : Rn → Rm

1 set χ, k1, k2, dγ, dω, dσ ∈ R>0, λ, µ ∈ Z>0, 0 ≤ wi < 1, i = 1, · · · , µ,∑µ
i=1wi = 1, µeff = 1/

∑µ
i=1w

2
i // constants

2 define h(x, γ, ω) = f(x) + γᵀg(x) + 1
2
ωᵀg(x)2 // augmented Lagrangian

3 initialize X0 ∈ Rn, σ0 ∈ R>0, γ0 ∈ Rm, ω0 ∈ Rm
>0, t = 0

4 while stopping criterion not met
Xi
t+1 = Xt + σtUi

t+1, where Ui
t+1 ∼ N (0, In×n), i = 1, · · · , λ

// sample λ i.i.d. candidate solutions
5 Extract the permutation ς of the indices {1, · · · , λ} such that:

h(Xς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xς(λ)

t+1 , γt, ωt)

6 Xt+1 = Xt + σt
∑µ

i=1wiU
ς(i)
t+1 // update mean vector

7 σt+1 = σt exp
1
dσ

(√
µeff‖

∑µ
i=1 wiU

ς(i)
t+1‖

E‖N (0,In×n)‖ −1

)
// update step-size

8 γt+1 = γt +
1

dγ
ωt � g(Xt+1) // update Lagrange factors

9 ωt+1 = ωt �



χ1/(4dω) if ωitgi(Xt+1)2 < k1

|h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or k2|gi(Xt+1)− gi(Xt)| < |gi(Xt)|
χ−1/dω otherwise


i=1,··· ,m

// update penalty factors
10 t = t+ 1

where Uς
t+1 = (Uς(1)

t+1 , · · · ,U
ς(λ)
t+1 ) and ς satisfies (14). The function G updates the

state variables Xt and σt while the functionH (parameterized by the the objective
function f and the constraint function g) updates the state variables γt and ωt of
the AL. Given the particular updates of the state variables used in the (µ/µw, λ)-
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CSAoff-AL, we can further write G andH as:

G((Xt, σt),Uς
t+1) =

 Xt + σt
∑µ

i=1wiU
ς(i)
t+1

σt exp
cσ
dσ

(√
µeff‖

∑µ
i=1 wiU

ς(i)
t+1‖

E‖N (0,In×n)‖ −1

) ,

H(f,g)((γt, ωt), (Xt, σt),Uς
t+1) =


γt + 1

dγ
ωt � g(Xt + σt

µ∑
i=1

wiU
ς(i)
t+1︸ ︷︷ ︸

Xt+1

)

ωt �W(f,g)(γt, ωt,Xt,Xt+1)

 .

3.3. Case Study: General Algorithm with Adaptive AL Constraint Handling
The (µ/µw, λ)-CSAoff-AL (Algorithm 1) is a particular case of a more general

algorithm where the update rules for Xt and σt are given by deterministic functions
Gx and Gσ according to

Xt+1 = Gx((Xt, σt),Uς
t+1) , (22)

σt+1 = Gσ(σt,Uς
t+1) , (23)

and such that Gx and Gσ satisfy the following conditions [8]:

A2 For all x, x0 ∈ Rn, for all σ > 0, for all y ∈ Rn×λ,

Gx((x + x0, σ), y) = Gx((x, σ), y) + x0 .

A3 For all x ∈ Rn, for all α, σ > 0, for all y ∈ Rn×λ,

Gx((x, σ), y) = αGx

(( x
α
,
σ

α

)
, y
)
.

A4 For all α, σ > 0, for all y ∈ Rn×λ,

Gσ(σ, y) = αGσ
(σ
α
, y
)
.

In [8], the authors show that comparison-based adaptive algorithms for uncon-
strained optimization with update functions Gx and Gσ of the form (22) and (23)
are translation-invariant and scale-invariant if conditions A2–A4 are satisfied.

This general algorithm—denoted GSAR-AL for General Step-size Adaptive
Randomized algorithm with Augmented Lagrangian constraint handling—is de-
fined by replacing Lines 6 and 7 in Algorithm 1 with the general update functions
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Gx (22) and Gσ (23) respectively, with the assumption that conditions A2–A4 are
satisfied. The pseudocode is presented in Algorithm 2, where the main changes
in comparison to Algorithm 1 are highlighted in grey. We conduct the analysis
of invariance and linear convergence on the GSAR-AL. Therefore, our theoretical
results are applicable to any AL-ES covered by the definition of the GSAR-AL,
including the (µ/µw, λ)-CSAoff-AL.

Algorithm 2 The GSAR-AL

0 input: n ∈ Z>0, f : Rn → R, g : Rn → Rm

1 set χ, k1, k2, dγ, dω ∈ R>0, λ, µ ∈ Z>0 // constants
2 define h(x, γ, ω) = f(x) + γᵀg(x) + 1

2
ωᵀg(x)2 // augmented Lagrangian

3 initialize X0 ∈ Rn, σ0 ∈ R>0, γ0 ∈ Rm, ω0 ∈ Rm
>0, t = 0

4 while stopping criterion not met
Xi
t+1 = Xt + σtUi

t+1, where Ui
t+1 ∼ N (0, In×n), i = 1, · · · , λ

// sample λ i.i.d. candidate solutions
5 Extract the permutation ς of the indices {1, · · · , λ} such that:

h(Xς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xς(λ)

t+1 , γt, ωt)

6 Xt+1 = Gx((Xt, σt),Uς
t+1) // update mean vector

7 σt+1 = Gσ(σt,Uς
t+1) // update step-size

8 γt+1 = γt +
1

dγ
ωt � g(Xt+1) // update Lagrange factors

9 ωt+1 = ωt �



χ1/(4dω) if ωitgi(Xt+1)2 < k1

|h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or k2|gi(Xt+1)− gi(Xt)| < |gi(Xt)|
χ−1/dω otherwise


i=1,··· ,m

// update penalty factors
10 t = t+ 1

4. Invariance and AL Methods

Invariance is an important notion in science. From a mathematical optimiza-
tion perspective, when an algorithm is invariant, its performance on a particular
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function can generalize to a whole class of functions. Comparison-based adap-
tive randomized algorithms for unconstrained optimization (see definition in (8)
and (9)) are inherently invariant to strictly increasing transformations of the ob-
jective function f [8]. This is a direct consequence of their definition, as these
algorithms use the objective function f only through the ranking of the candidate
solutions according to their f -values. Therefore, if the objective function is c ◦ f ,
where c : Im(f) → R is a strictly increasing function, the ranking remains un-
changed compared to the ranking on f . This invariance is unconditional in that
the optimization of f or c ◦ f results in the exact same sequence of states. The use
of an AL to handle the constraints, however, breaks this invariance as we show in
Section 4.1.

We discuss here invariance properties that an adaptive randomized algorithm
with AL constraint handling should satisfy and formally define them. We dis-
tinguish between two types of invariances: invariance to transformations of the
objective function f and the constraint function g, and invariance to transforma-
tions of the search space.

4.1. Invariance to Transformations of Objective and Constraint Functions
Let consider an AL adaptive randomized algorithm built from a comparison-

based adaptive randomized algorithm for unconstrained optimization, as presented
in Section 3.1. Although the algorithm for unconstrained optimization is invariant
to strictly increasing transformations of the objective function f , the new algo-
rithm does not preserve invariance to strictly increasing transformations of the
objective and constraint functions, due to the use of an AL as the new objective
function. Indeed, taking the AL in (6) as an example and assuming the number of
constraints m = 1 (i.e. g : R→ R), it is easy to see that the ranking of two candi-
date solutions Xi

t+1 and Xj
t+1 on h(f,g)(x, γ, ω) may be different from their ranking

on h(c1◦f,c2◦g)(x, γ, ω), where c1 : Im(f)→ R and c2 : Im(g)→ R are two strictly
increasing functions and the upper script in h is used here to explicitly indicate the
functions used by the AL. We illustrate this situation with the following example.

Example 1. Let γt = ωt = 1, f(Xi
t+1) = 5, g(Xi

t+1) = 0.5, f(Xj
t+1) = 6.5,

and g(Xj
t+1) = −0.5. Let c1 : x 7→ 1

2
x and c2 : x 7→ x + 0.5. Although

h(Xi
t+1, γt, ωt) = 5.75 ≤ h(Xj

t+1, γt, ωt) = 6.25, the ranking is inverted when
considering c1 ◦ f and c2 ◦ g, and we have: h(c1◦f,c2◦g)(Xi

t+1, γt, ωt) = 4.5 >

h(c1◦f,c2◦g)(Xj
t+1, γt, ωt) = 3.25.
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By looking at the ALs (5) and (6), however, we observe that the same ranking
is obtained when the candidate solutions are evaluated on h(f,g)(x, γ, ω) than on
h(αf+a0,βg)(x, α

β
γ, α

β2ω)5, for all α > 0, β > 0, a0 ∈ R. In particular, we have

h(αf+a0,βg)(x,
α

β
γ,

α

β2
ω) = αh(f,g)(x, γ, ω) + a0 .

Therefore, if h(f,g)(Xi
t+1, γ, ω) ≤ h(f,g)(Xj

t+1, γ, ω) for some candidate solutions
Xi
t+1, Xj

t+1, then

h(αf+a0,βg)(Xi
t+1,

α

β
γ,

α

β2
ω) ≤ h(αf+a0,βg)(Xj

t+1,
α

β
γ,

α

β2
ω) .

This latter property suggests that AL algorithms can be invariant to strictly in-
creasing affine transformations of f and scaling of g—a subclass of strictly in-
creasing transformations. We postulate this invariance as an important feature AL
adaptive algorithms should have that is particularly important for linear conver-
gence. A natural property to demand from an AL adaptive algorithm in this case
is that the algorithm exhibits the same behavior when dealing with f and g as
with αf + a0 (strictly increasing affine transformation) and βg (scaling), for all
α > 0, β > 0, a0 ∈ R. Formally, this consists in finding a bijective state-space
transformation such that we obtain the same state when performing one step of
the algorithm on (f, g) in the original state space as when performing one step on
(αf + a0, βg) in the transformed state space, then applying the inverse transfor-
mation to the resulting state. More formally we define:

Definition 1. An adaptive randomized algorithm with transition function F (f,g) :
Ω × Rn×λ → Ω, where f is the objective function to minimize and g is the con-
straint function, is invariant to strictly increasing affine transformations of f and
scaling of g if for all α > 0, for all β > 0, for all a0 ∈ R, there exists a bijective
state-space transformation Tα,β,a0 : Ω→ Ω such that for any objective function f ,
for any constraint function g, for any state θ ∈ Ω, and for any u ∈ Rn×λ,

F (f(x),g(x))(θ, u) = T−1
α,β,a0

(
F (αf(x)+a0,βg(x))(Tα,β,a0(θ), u)

)
.

5αf + a0 and βg are the functions defined as x 7→ αf(x) + a0 and x 7→ βg(x) respectively.

15



Invariance to strictly increasing affine transformations of f and scaling of g ap-
pears as an important property when we aim at linear convergence as it implies
invariance on a scaled problem. We will see in Section 5 that indeed, together
with other invariance properties, it allows to conclude on the existence of a ho-
mogeneous Markov chain whose stability implies the linear convergence of the
algorithm.

4.2. Invariance to Transformations of the Search Space
We discuss here invariance to two particular transformations of the search

space, namely translation-invariance and scale-invariance. In the case of comparison-
based adaptive randomized algorithms for unconstrained optimization, translation-
invariance and scale-invariance are tightly connected to linear convergence. In
[8, 7], the authors show that if an algorithm is translation-invariant and scale-
invariant, there exits a homogeneous Markov chain which can be used to prove
the linear convergence of the algorithm.

4.2.1. Translation-Invariance
Translation-invariance is usually satisfied by most algorithms for unconstrained

optimization. It expresses the non-sensitivity of an algorithm to the choice of its
initial solution, that is, the algorithm’s behavior when optimizing x 7→ f(x) or
x 7→ f(x− x0) is the same for any x0. More formally, an algorithm is translation-
invariant if there exists a bijective state-space transformation such that optimizing
x 7→ f(x) or x 7→ f(x− x0) is the same up to the state-space transformation. The
following definition of translation-invariance is a generalization to the constrained
case of the one in [8].

Definition 2. A randomized adaptive algorithm with transition function F (f,g) :
Ω × Rn×λ → Ω, where f is the objective function to minimize and g is the con-
straint function, is translation-invariant if for all x0 ∈ Rn, there exists a bijective
state-space transformation Tx0 : Ω→ Ω such that for any objective function f , for
any constraint function g, for any state θ ∈ Ω, and for any u ∈ Rn×λ,

F (f(x),g(x))(θ, u) = T−1
x0

(
F (f(x−x0),g(x−x0))(Tx0(θ), u)

)
.

4.2.2. Scale-Invariance
Scale-invariance informally translates the non-sensitivity of an algorithm to

the scaling of the search space. When an algorithm is scale-invariant, there exists
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a bijective state-space transformation such that optimizing x 7→ f(αx) is the same
as optimizing x 7→ f(x) up to the state-space transformation. The following
definition of scale-invariance is a generalization to the constrained case to the one
in [8].

Definition 3. A randomized adaptive algorithm with transition function F (f,g) :
Ω × Rn×λ → Ω, where f is the objective function to minimize and g is the con-
straint function, is scale-invariant if for all α > 0, there exists a bijective state-
space transformation Tα : Ω → Ω such that for any objective function f , for any
constraint function g, for any state θ ∈ Ω, and for any u ∈ Rn×λ,

F (f(x),g(x))(θ, u) = T−1
α

(
F (f(αx),g(αx))(Tα(θ), u)

)
.

In the next section, we analyze the invariance properties we have defined for
the specific case of the GSAR-AL and show how invariance is connected to linear
convergence of the algorithm.

5. Invariance and Linear Convergence

We illustrate here the connection between invariance and linear convergence
via the analysis of the GSAR-AL. We first analyze the invariance of the algorithm,
then we show how this invariance can be used to define a homogeneous Markov
chain whose stability implies the linear convergence of the algorithm.

We conduct the Markov chain analysis on a particular case of problem (1)
where the constraints are linear, i.e.

A5 the constraint function g : Rn → Rm is defined as g(x) = Ax + b, where
A ∈ Rm×n is the matrix whose rows ai represent the gradients of the linear
constraints gi, i = 1, · · · ,m, and b = (b1, · · · , bm)ᵀ ∈ Rm.

We further assume that

A6 the problem has a unique global optimum xopt,

A7 the constraints are active at xopt, i.e. g(xopt) = 0.

We argue that the case of active constraints is the most difficult in practice. Indeed,
non-active constraints will typically not be “seen” by the algorithm when close
enough to the optimum and can theoretically be ignored. Therefore, in the absence
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Figure 1: Left: ϕj(g(x), γ, ω) for j = 1 (blue) and j = 2 (red), as a function of g (see (5) and
(6)). Right: Augmented Lagrangians, f(x) + ϕj(g(x), γ, ω), for j = 1 (blue) and j = 2 (red), in
n = 1 with g : Rn → R (one constraint). f(x) = 1

2x
2, g(x) = x− 1, and xopt = 1.

of active constraints, the algorithm will behave similarly to the unconstrained case,
which is well-understood theoretically for step-size adaptive algorithms in the
case of scaling-invariant functions [8]. We also assume that

A8 the gradient at xopt, ∇f(xopt), and the Jacobian∇g(xopt) exist,

A9 the constraints are linearly independent, that is, they satisfy the linear in-
dependence constraint qualification (LICQ). In this case, the vector γopt of
Lagrange multipliers is unique [19].

For the analysis, we use the AL in (6) so that we can construct a Markov chain
candidate for stability. Indeed, when the constraints are active at the optimum,
ALs (5) and (6) are equivalent in the vicinity of the optimum, as illustrated in
Figure 1 for m = 1. The left graph shows the functions ϕ1 and ϕ2 defined in (5)
and (6) respectively plotted as functions of g while the right graph shows the ALs
in n = 1 with f(x) = 1

2
x2 and g(x) = x− 1.

5.1. Analysis of Invariance
We show that the GSAR-AL is invariant to strictly increasing affine transfor-

mations of the objective function f and scaling of the constraint function g, and
is also translation-invariance and scale-invariance. For each invariance property,
we show the existence of a bijective state-space transformation such that Defini-
tions 1–3 are satisfied.

The following result states the algorithm’s invariance to strictly increasing
affine transformations of the objective function f and scaling of the constraint
function g.
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Proposition 1. The GSAR-AL is invariant to affine transformations of the objec-
tive function f , x 7→ αf(x) + a0, and to the scaling of the constraint function
g, x 7→ βg(x), and for all α, β > 0, for all a0 ∈ R, the associated state-space
transformation Tα,β,a0 is defined as

Tα,β,a0(x, σ, γ, ω) = (x, σ,
α

β
γ,

α

β2
ω) , (24)

for all x ∈ Rn, for all σ ∈ R, and for all γ, ω ∈ Rm.

This invariance stems from the updates of the AL parameters γt and ωt used
in the GSAR-AL, as shown in the proof of Proposition 1 in Appendix A. The next
result states that the GSAR-AL is translation-invariant.

Proposition 2. Assume that condition A2 holds. The GSAR-AL is translation-
invariant and for all x0 ∈ Rn, the associated state-space transformation Tx0 is
given by

Tx0(x, σ, γ, ω) = (x + x0, σ, γ, ω) , (25)

for all x ∈ Rn, for all σ ∈ R, and for all γ, ω ∈ Rm.

Translation-invariance stems from property A2 of the update function Gx, as
shown in the proof of Proposition 2 presented in Appendix A. The next result
states scale-invariance of the GSAR-AL.

Proposition 3. Assume that conditions A3–A4 hold. The GSAR-AL is scale-
invariant and for all α > 0, the associated state-space transformation Tα is de-
fined as

Tα(x, σ, γ, ω) = (x/α, σ/α, γ, ω) , (26)

for all x ∈ Rn, for all σ ∈ R, and for all γ, ω ∈ Rm.

Scale-invariance results from properties A3–A4 of the update functions Gx and
Gσ. The proof of Proposition 3 is available in Appendix A.

5.2. Analysis of Linear Convergence
Linear convergence of an algorithm roughly speaking states that ‖Xt − xopt‖

decreases to zero geometrically. There are, however, several (non fully equivalent
ways) to formulate linear convergence for a stochastic algorithm. We consider
in the sequel almost sure convergence and, therefore, formulate asymptotic linear
convergence of Xt towards xopt as

lim
t→∞

1

t
ln
‖Xt − xopt‖
‖X0 − xopt‖

= −CR almost surely ,
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where CR ∈ R (positive when convergence occurs) is called the convergence rate.
Taking the GSAR-AL whose invariance is established in Propositions 1–3,

we demonstrate how linear convergence to the optimal solution xopt and to the
corresponding vector of Lagrange multipliers γopt can be deduced by exploiting
translation-invariance, scale-invariance, and invariance to strictly increasing affine
transformations of the objective function and scaling of the constraint function.

To analyze linear convergence, we adopt the Markov chain approach described
in [8, 7] for the unconstrained case. Informally, a discrete-time Markov chain is
a sequence {Φt : t ∈ Z≥0} of (multivariate) random variables that satisfies the
Markov property, that is, the conditional distribution of Φt+1 given the past states,
Φ0, · · · ,Φt, depends only on Φt. We consider time homogeneous Markov chains
where the conditional distribution of Φt+1 given Φt does not depend on t. In
our context, we consider homogeneous Markov chains that follow the so-called
nonlinear state-space model [11], where

Φt+1 = F (Φt,Ut+1) ,

with F being a measurable function and {Ut+1 : t ∈ Z>0} a sequence of i.i.d. ran-
dom vectors. More definitions related to Markov chains are provided in Appendix
B for completeness.

Markov chain theory [18] provides powerful tools to prove linear convergence
of randomized algorithms whose state is a Markov chain. The general approach
consists in finding a class of objective functions for which an underlying homo-
geneous Markov chain candidate to be “stable”6 exists, then proving the stability
of the identified Markov chain. The convergence rate can then be expressed as a
function of the stable Markov chain and linear convergence follows from a LLN
for Markov chains7 [8, 7, 6, 3, 9].

In the following section, we illustrate the Markov chain approach to analyze
linear convergence on a general comparison-based adaptive algorithm for uncon-
strained optimization.

5.2.1. Linear Convergence via Markov Chain Analysis: Unconstrained Case
We consider the comparison-based adaptive randomized algorithm for uncon-

strained optimization defined in (8) and (9), with state θt = (Xt, σt) and update

6In our context, we define stability as positivity and Harris-recurrence.
7The LLN generalizes to Markov chains if stability (i.e. positivity and Harris-recurrence)

holds. See Theorem 3 in Appendix B.
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functions Gx (22) and Gσ (23) that satisfy conditions A2–A4. We assume, for the
sake of simplicity, the minimization of a convex quadratic function

f(x) =
1

2
xᵀHx , (27)

with optimum in zero, without loss of generality. This algorithm, which is the un-
constrained version of the GSAR-AL, is translation-invariant and scale-invariant
[8] as a result of properties A2–A4 of its update functions. Consequently, the se-
quence {Yt=

Xt
σt

: t ∈ Z≥0} is a homogeneous Markov chain that can be defined
independently of (Xt, σt), given Y0 = X0

σ0
, as

Yt+1 =
Gx((Yt, 1),Uς

t+1)

Gσ(1,Uς
t+1)

,

where the permutation ς results from the ranking of {Yt + Ui
t+1 : i = 1, · · · , λ}

on f [8, Proposition 4.1] (this result is true more generally for scaling-invariant
objective functions).

Using the property of the logarithm, the decrease of the log-distance to the op-
timum (zero here) normalized by t, that is 1

t
ln ‖Xt‖‖X0‖ , can be expressed as a function

of Yt as follows:

1

t
ln
‖Xt‖
‖X0‖

=
1

t

t−1∑
k=0

ln
‖Xk+1‖
‖Xk‖

=
1

t

t−1∑
k=0

ln
‖Xk+1‖
‖Xk‖

σkGσ(1,Uς
k+1)

σk+1

=
1

t

t−1∑
k=0

ln
‖Yk+1‖
‖Yk‖

Gσ(1,Uς
k+1) , (28)

where we have successively artificially introduced σk+1 = σkGσ(1,Uς
k+1) then

used that Yk = Xk/σk and Yk+1 = Xk+1/σk+1. In (28), we have expressed
the term whose limit we are interested in as the empirical average of a function
of a Markov chain. However, we know from Markov chain theory that if some
sufficient stability conditions—given for instance in Theorem 17.0.1 from [18]—
are satisfied by {Yt : t ∈ Z≥0}, then a LLN for Markov chains can be applied to
the right-hand side of the previous equation. Consequently,

lim
t→∞

1

t
ln
‖Xt‖
‖X0‖

= lim
t→∞

1

t

t−1∑
k=0

ln
‖Yk+1‖
‖Yk‖

Gσ(1,Uς
k+1) =

∫
ln ‖y‖π(dy)

−
∫

ln ‖y‖π(dy) +

∫
E(ln(Gσ(1,Uς

t+1))|Yt = y)π(dy)︸ ︷︷ ︸
−CR

,
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where π is the invariant probability measure of the Markov chain {Yt : t ∈ Z≥0}.
Hence, assuming that a LLN holds for the Markov chain {Yt : t ∈ Z≥0}, the
algorithm described by the iterative sequence {(Xt, σt) : t ∈ Z≥0} will converge
linearly at a rate CR expressed as minus the expected log step-size change (where
the expectation is taken with respect to the invariant probability measure of {Yt :
t ∈ Z≥0}).

This methodology to prove the linear convergence of adaptive algorithms (in-
cluding many ESs) in the unconstrained case holds on scaling-invariant functions
(that include particularly functions that write c ◦ f , where c is a 1-D strictly
increasing function and f is positive homogeneous). Translation-invariance and
scale-invariance are key elements in the analysis. Indeed, the existence of a homo-
geneous Markov chain that is candidate to be stable stems from both translation-
invariance and scale-invariance.

In the following section, we apply the Markov chain approach described above
to investigate linear convergence of the GSAR-AL.

5.2.2. Generalization to Constrained Optimization
We show here the existence of an underlying homogeneous Markov chain for

the GSAR-AL. For the sake of clarity, we present the analysis on convex quadratic
objective functions with optimum in zero (see definition in (27)) before presenting
more general results. Our study consists in identifying the homogeneous Markov
chain by exploiting the invariance of the algorithm. Then, we assume the stability
of the Markov chain to deduce linear convergence. The stability of the identified
Markov chain is investigated numerically in Section 6.

When the objective function is convex quadratic and the constraint functions
are linear, KKT conditions are sufficient conditions for optimality, that is, a KKT
point is also the global optimum xopt of the constrained problem [19]. Since we as-
sume the constraint functions to be linearly independent, the associated Lagrange
multiplier to xopt is unique, and we denote it γopt.

The following theorem defines the homogeneous Markov chain.

Theorem 1. Consider the GSAR-AL defined in Algorithm 2 solving the constrained
problem (1), where f is convex quadratic with optimum in zero, i.e. f(x) = 1

2
xᵀHx.

Let {(Xt, σt, γt, ωt) : t ∈ Z≥0} be the Markov chain associated to the algorithm
and assume conditions A1–A4, A5, A7, and A9 are satisfied. Let

Yt =
Xt − xopt

σt
and Γt =

γt − γopt

σt
, (29)
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where xopt is the global optimum of the constrained problem and γopt is the as-
sociated vector of Lagrange multipliers. Then, the sequence {Φt = (Yt,Γt, ωt) :
t ∈ Z≥0} is a homogeneous Markov chain that can be defined independently of
(Xt, σt, γt, ωt) as Y0 = (X0 − xopt)/σ0, Γ0 = (γ0 − γopt)/σ0, and for all t

Yt+1 = Gx((Yt, 1),Uς
t+1)/Gσ(1,Uς

t+1) , (30)

Γt+1 =
Γt + 1

dγ
ωt � g(Ỹt+1 + xopt)

Gσ(1,Uς
t+1)

, (31)

ωt+1 = ωt �W(f(x+xopt),g(x+xopt))(Γt + γopt, ωt,Yt, Ỹt+1) , (32)

where
Ỹt+1 = Yt+1Gσ(1,Uς

t+1) , (33)

and the permutation ς extracts the indices of the ordered vectors{Yt + Ui
t+1 : i =

1, · · · , λ} on h(x + xopt,Γt + γopt, ωt), i.e. ς satisfies

h(Yt+Uς(1)
t+1 +xopt,Γt+γopt, ωt) ≤ · · · ≤ h(Yt+Uς(λ)

t+1 +xopt,Γt+γopt, ωt) . (34)

The proof of Theorem 1 is given in Appendix A. A key idea of the proof is
that on a convex quadratic objective function f , the same permutation ς is obtained
when ranking candidate solutions {Xt + σtUi

t+1 : i = 1, · · · , λ} on h(x, γt, ωt)
than when ranking {Yt + Ui

t+1 : i = 1, · · · , λ} on h(x + xopt,Γt + γopt, ωt). The
existence of the homogeneous Markov chain {Φt : t ∈ Z≥0} is due to translation-
invariance and scale-invariance of the GSAR-AL, as well as to the particular up-
dates of the parameters γt and ωt of the AL. While translation-invariance and
scale-invariance are explicitly exploited to build the Markov chain (to compute
Yt+1), the effect of invariance to strictly increasing affine transformations of f
and scaling of g is implicit through the update rules for γt and ωt.

The next theorem gives sufficient stability conditions on the Markov chain
{Φt : t ∈ Z≥0} under which the GSAR-AL converges linearly to the optimum
xopt and to the associated vector of Lagrange multipliers γopt. Following the same
reasoning as in Section 5.2.1, we show that if stability conditions hold for the
constructed Markov chain, the sequence {Xt : t ∈ Z≥0} converges linearly to xopt

at the same speed the sequence {σt : t ∈ Z≥0} converges to zero. Additionally,
the sequence {γt : t ∈ Z≥0} of Lagrange factors converges linearly, and also at
the same speed, to γopt.
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Theorem 2. Let {(Xt, σt, γt, ωt) : t ∈ Z≥0} be the Markov chain associated to the
GSAR-AL defined in Algorithm 2, optimizing the augmented Lagrangian h defined
in (6) associated to the constrained problem (1), where the objective function is
convex quadratic with optimum in zero, i.e. f(x) = 1

2
xᵀHx, and where xopt is

the global optimum of the problem and γopt is the associated vector of Lagrange
multipliers. We assume that the algorithm satisfies conditions A1–A4 and that the
optimization problem satisfies conditions A5, A7, and A9. Let {Φt = (Yt,Γt, ωt) :
t ∈ Z≥0} be the Markov chain defined in Theorem 1 and assume that it is positive
Harris-recurrent with invariant probability measure π, that Eπ(| ln ‖[φ]1‖|) <∞,
Eπ(| ln ‖[φ]2‖|) <∞, and Eπ(|R(φ)|) <∞, where

R(φ) = E
(

ln(Gσ(1,Uς
t+1))|Φt = φ

)
. (35)

Then for all X0, for all σ0, for all γ0, and for all ω0,

lim
t→∞

1

t
ln
‖Xt − xopt‖
‖X0 − xopt‖

= lim
t→∞

1

t
ln
‖γt − γopt‖
‖γ0 − γopt‖

= lim
t→∞

1

t
ln
σt
σ0

= −CR almost surely ,

where −CR =
∫
R(φ)π(dφ).

The proof idea for Theorem 2 is similar to the one discussed in Section 5.2.1
for the unconstrained case, where the quantities 1

t
ln
‖Xt−xopt‖
‖X0−xopt‖ ,

1
t

ln ‖γt−γopt‖
‖γ0−γopt‖ , and

1
t

ln σt
σ0

are expressed as a function of the Markov chain {Φt : t ∈ Z≥0}. The
detailed proof is given in Appendix A.

5.2.3. More General Results
The result stated in Theorem 1 for convex quadratic objective functions is a

particular case of a more general result. In fact, the sequence {Φt = (Yt,Γt, ωt) :
t ∈ Z≥0}, where

Yt =
Xt − x̄
σt

and Γt =
γt − γ̄
σt

,

and where x̄ is any vector in Rn that satisfies g(x̄) = 0 and γ̄ is any vector in Rm,
is a homogeneous Markov chain on the class of objective functions f such that
the following condition holds:

A10 The function Dhx̄,γ̄,ω : (x, γ) 7→ h(x, γ, ω)− h(x̄, γ̄, ω) is positive homoge-
neous of degree 2 with respect to (x̄, γ̄), for all ω ∈ Rm

>0,
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where a function p : X → Y is positive homogeneous of degree k > 0 with
respect to x∗ ∈ X if for all α > 0 and for all x ∈ X , p(x∗ + αx) = αkp(x∗ + x).

We generalize the results presented in Section 5.2.2 by replacing the assump-
tion that the objective function f is convex quadratic with condition A10 in The-
orems 1–2, and xopt and γopt with x̄ and γ̄ respectively in Theorem 1. We also
assume that conditions A6 and A8 hold in Theorems 1–2. In this case, the proof
of Theorem 1 generalizes by exploiting the positive homogeneity of the newly
defined function Dhx̄,γ̄,ω (instead of the explicit expression of f ) to write the per-
mutation ς and the vector of penalty factors ωt, in particular, as a function of the
Markov chain. As for Theorem 2, the proof remains unchanged.

In the next section, we numerically verify the linear convergence of the (µ/
µw, λ)-CSAoff-AL—an instance of the GSAR-AL—and the stability of the Markov
chain {Φt : t ∈ Z≥0} on the linearly constrained sphere and ellipsoid functions.

6. Numerical Results

We evaluate the (µ/µw, λ)-CSAoff-AL (Algorithm 1) on two linearly con-
strained convex quadratic functions: the sphere, fsphere, and the ellipsoid, fellipsoid,
with a moderate condition number. These functions are defined according to (27)
by taking H = In×n for fsphere and H diagonal with diagonal elements [H]ii =

α
i−1
n−1 , i = 1, · · · , n, for fellipsoid and with a condition number α = 10.

We choose xopt to be at (10, · · · , 10)ᵀ and construct the (active) linear con-
straints following the steps below:

1. For the first constraint, the normal a1 = −∇f(xopt)
ᵀ and b1 = −aᵀ1xopt,

2. For them−1 remaining constraints, we choose the constraint normal ai as a
standard multivariate normal variable (ai ∼ N (0, In×n)) and bi = −aᵀi xopt.
We choose the point∇f(xopt)

ᵀ = −a1 to be feasible along with xopt. There-
fore, if gi(∇f(xopt)

ᵀ) > 0, we modify ai and bi according to: ai = −ai and
bi = −bi.

With the construction above, the constraints are linearly independent with prob-
ability one and the unique vector of Lagrange multipliers associated to xopt is
γopt = (1, 0, · · · , 0)ᵀ.

As for the parameters of the (µ/µw, λ)-CSAoff-AL, we choose the default val-
ues in [14] for both λ and µ. We set the weightswi, i = 1, · · · , µ, according to [1],
where they are chosen to be optimal on the sphere function in infinite dimension.
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We set dσ = 2 + 2 max

(
0,
√

1/
∑µ
k=1 w

2
k−1

n+1
− 1

)
as recommended in [14]. We

take dγ = dω = 5, χ = 21/n, k1 = 3, and k2 = 5.
We run the (µ/µw, λ)-CSAoff-AL and simulate the Markov chain {Φt : t ∈

Z≥0} defined in Theorem 1 in n = 10 on fsphere and fellipsoid with m ∈ {1, 2, 5, 9}
constraints. For each problem, we test three different initial values of the penalty
vector ω0 ∈ {(1, · · · , 1)ᵀ, (103, · · · , 103)ᵀ, (10−3, · · · , 10−3)ᵀ}. In all the tests,
X0 and Y0 are sampled uniformly in [−5, 5]n, σ0 = 1, and γ0 = Γ0 = (5, · · · , 5)ᵀ.
We discuss in this section results for m ∈ {1, 9} and ω0 = (1, · · · , 1)ᵀ. The
remaining results are given in Appendix C.

Figure 2 shows simulations of the Markov chain on fsphere (left column) and
fellipsoid (right column) subject to 1 constraint (top row) and 9 constraints (bottom
row). Displayed are the normalized distance to xopt, ‖Yt‖ (red), the normalized
distance to γopt, ‖Γt‖ (green), and the norm of the vector of penalty factors, ‖ωt‖
(blue) in log-scale for ω0 = (1, · · · , 1)ᵀ. In both cases, we observe an overall
convergence to a stationary distribution after a certain number of iterations. This
adaptation phase before reaching the stationary state is overall longer for larger
values of ω0 on both fsphere and fellipsoid. It also increases with increasing m (com-
pare Figures C.4 and C.7 for example).

Figure 3 shows single runs of the (µ/µw, λ)-CSAoff-AL on the same con-
strained problems described previously. Results on constrained fsphere and con-
strained fellipsoid are displayed in left and right columns respectively, for m = 1
(top row) andm = 9 (bottom row). The displayed quantities are the distance to the
optimum, ‖Xt − xopt‖ (red), the distance to the Lagrange multipliers, ‖γt − γopt‖
(green), the norm of the penalty vector, ‖ωt‖ (blue), and the step-size, σt (pur-
ple), in log-scale. Linear convergence occurs after an adaptation phase whose
length depends on the accuracy of the choice of the initial parameters. We ob-
serve that the number of iterations needed to reach a given precision increases
with the number of constraints: it takes more than twice longer to reach a dis-
tance to the optimum of 10−4 on both fsphere and fellipsoid with m = 9 than with
m = 1. These results are consistent with the simulations of the Markov chain in
that the observed stability of the Markov chain leads to linear convergence of the
algorithm, as stated in Theorem 2.

7. Discussion

We discussed throughout this work the connection between invariance and lin-
ear convergence of randomized adaptive algorithms for constrained optimization
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Figure 2: Simulations of the Markov chain on fsphere (left) and fellipsoid (right) with m = 1 (top)
and m = 9 (bottom) in n = 10.
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Figure 3: Single runs of the (µ/µw, λ)-CSAoff-AL on fsphere (left) and fellipsoid (right) with m = 1
(top) and m = 9 (bottom) in n = 10.

when the constraints are handled with an augmented Lagrangian approach.
We formalized invariance properties for augmented Lagrangian algorithms

that are important to achieve linear convergence. We showed that although un-
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conditional invariance to strictly increasing transformations of the objective and
the constraint functions does no longer hold due to the use of an augmented La-
grangian, invariance to a subclass of these transformations—namely strictly in-
creasing affine transformations of the objective function and scaling of the constraints—
is still achievable.

We presented a general framework for building augmented Lagrangian algo-
rithms from adaptive randomized algorithms for unconstrained optimization, then
used this framework to instantiate a practical evolution strategy, the (µ/µw, λ)-
CSAoff-AL, as well as a more general step-size adaptive algorithm, the GSAR-AL,
which we analyzed.

We showed that the GSAR-AL is invariant to strictly increasing affine trans-
formations of the objective function and scaling of the constraints, and is also
translation-invariant and scale-invariant. Following a Markov chain approach, we
illustrated how these invariance properties can lead to linear convergence of the
algorithm in the case of linear inequality constraints. In this case, the existence
of a homogeneous Markov that can be used to deduce linear convergence under
sufficient stability conditions, is a consequence of the algorithm’s invariance. We
exhibited a class of objective functions on which such a Markov chain exists. This
class includes convex quadratic functions and is defined such that the augmented
Lagrangian, centered at the optimum xopt and the corresponding vector of La-
grange multipliers γopt, is positive homogeneous of degree two. The stability of
the constructed Markov chain, as well as linear convergence of the practical (µ/
µw, λ)-CSAoff-AL, were validated numerically on the linearly constrained sphere
and ellipsoid functions.
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Appendix A. Proofs

Appendix A.1. Proof of Proposition 1
Starting from the transformed state

(X′t, σ
′
t, γ
′
t, ω
′
t) = Tα,β,a0(Xt, σt, γt, ωt) ,

where Tα,β,a0 is defined in (24), we compute the new state

(X′t+1, σ
′
t+1, γ

′
t+1, ω

′
t+1) = F (αf+a0,βg)((X′t, σ

′
t, γ
′
t, ω
′
t),Ut+1) ,

considering the augmented Lagrangian in (6) where we replace f and g with αf+
a0 and βg respectively, that is, we consider

h(αf+a0,βg)(x, γ, ω) := αf(x) + a0 + βγᵀg(x) +
β2

2
ωᵀg(x)2 .

We have

X′t+1 = Gx((X′t, σ
′
t),U

ς
t+1) = Gx((Xt, σt),Uς

t+1) , (A.1)
σ′t+1 = Gσ(σ′t,U

ς
t+1) = Gσ(σt,Uς

t+1) , (A.2)

where the permutation ς extracts the indices of the candidate solutions ranked on
h(αf+a0,βg), i.e. ς satisfies

h(αf+a0,βg)(Xς(1)
t+1 , γ

′
t, ω
′
t) ≤ · · · ≤ h(αf+a0,βg)(Xς(λ)

t+1 , γ
′
t, ω
′
t)

⇔

h(αf+a0,βg)(Xς(1)
t+1 ,

α

β
γt,

α

β2
ωt) ≤ · · · ≤ h(αf+a0,βg)(Xς(λ)

t+1 ,
α

β
γt,

α

β2
ωt) . (A.3)

Notice however that

h(αf+a0,βg)(x,
α

β
γ,

α

β2
ω) = αh(x, γ, ω) + a0 , (A.4)

for all x ∈ Rn, for all γ, ω ∈ Rm, for all α, β > 0, and for all a0 ∈ R. Therefore,
(A.3) is equivalent to

h(Xς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xς(λ)

t+1 , γt, ωt) . (A.5)

Consequently, (A.1) and (A.2) become

X′t+1 = Gx((Xt, σt),Uς
t+1) = Xt+1 , (A.6)

σ′t+1 = Gσ(σt,Uς
t+1) = σt+1 , (A.7)
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where the permutation ς satisfies (A.5).
Using the definition of γt+1 in (17), we have

γ′t+1 = γ′t +
1

dγ
ω′t � g(X′t+1) =

α

β
γt +

α

βdγ
ωt � g(Xt+1) =

α

β
γt+1 . (A.8)

Using the definition of ωt+1 in (19) and (20) and exploiting (A.4), we obtain

ω′t+1 = ω′t �W(αf+a0,βg)(γ′t, ω
′
t,X

′
t,X

′
t+1)

=
α

β2
ωt �W(αf+a0,βg)(

α

β
γt,

α

β2
ωt,Xt,Xt+1)

=
α

β2
ωt �



χ1/(4dω) if αωitgi(Xt+1)2 < k1×

α |h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or βk2|gi(Xt+1)− gi(Xt)| < β|gi(Xt)|
χ−1/dω otherwise,


i=1,··· ,m

=
α

β2
ωt �W(f,g)(γt, ωt,Xt,Xt+1) =

α

β2
ωt+1 . (A.9)

By applying the inverse transformation T−1
α,β,a0

: (x, σ, γ, ω) 7→ (x, σ, β
α
γ, β

2

α
ω)

to (A.6), (A.7), (A.8), and (A.9), we recover the new state in the initial state space,
(Xt+1, σt+1, γt+1, ωt+1).

Appendix A.2. Proof of Proposition 2
Starting from (X′t, σ

′
t, γ
′
t, ω
′
t) = Tx0(X, σt, γt, ωt), where Tx0 is defined in (25),

and considering f(x− x0) and g(x− x0), we have

(X′t+1, σ
′
t+1, γ

′
t+1, ω

′
t+1) = F (f(x−x0),g(x−x0))((X′t, σ

′
t, γ
′
t, ω
′
t),Ut+1) ,

where X′t+1, σ′t+1, γ′t+1, and ω′t+1 are defined according to (22), (23), (17), and
(20) and (19) respectively. Using (25) and the translation property of Gx in A2, we
have

X′t+1 = Gx((X′t, σ
′
t),U

ς
t+1) = Gx((Xt + x0, σt),Uς

t+1)

= Gx((Xt, σt),Uς
t+1) + x0 ,

σ′t+1 = Gσ(σ′t,U
ς
t+1) = Gσ(σt,Uς

t+1) ,

where the permutation ς is extracted by ranking the candidate solutions {Xt+x0 +
σtUi

t+1 : i = 1, · · · , λ} on h(f(x−x0),g(x−x0))(x, γ′t, ω
′
t), where γ′t = γt and ω′t = ωt,
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i.e. ς satisfies the following:

h(f(x−x0),g(x−x0))(Xt + x0 + σtU
ς(1)
t+1 , γt, ωt) ≤ · · ·

≤ h(f(x−x0),g(x−x0))(Xt + x0 + σtU
ς(λ)
t+1 , γt, ωt) . (A.10)

On the other hand, we have by definition of h in (6)

h(f(x−x0),g(x−x0))(x, γ, ω) = h(x− x0, γ, ω) ,

for all x ∈ Rn, for all γ, ω ∈ Rm. Therefore, (A.10) is equivalent to:

h(Xt + σtU
ς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xt + σtU

ς(λ)
t+1 , γt, ωt) ,

meaning that the same permutation ς is extracted as when ranking candidate so-
lutions {Xt + σtUi

t+1 : i = 1, · · · , λ} on the original augmented Lagrangian h. It
follows that

X′t+1 = Xt+1 + x0 , (A.11)
σ′t+1 = σt+1 . (A.12)

Using the definition of γt+1 in (17), as well as (25) and (A.11), we have

γ′t+1 = γ′t +
1

dγ
ω′t � g(X′t+1 − x0) = γt+1 . (A.13)

As for ω′t+1, we have from (19), (20), (25), and (A.11)

ω′t+1 = ω′t �W(f(x−x0),g(x−x0))(γ′t, ω
′
t,X

′
t,X

′
t+1)

= ωt �W(f(x−x0),g(x−x0))(γt, ωt,Xt + x0,Xt+1 + x0)

= ωt �



χ1/(4dω) if ωitgi(Xt+1)2 < k1×

|h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or k2|gi(Xt+1)− gi(Xt)| < |gi(Xt)|
ωitχ

−1/dω otherwise, i = 1, · · · ,m


i=1,··· ,m

= ωt �W(f,g)(γt, ωt,Xt,Xt+1) = ωt+1 . (A.14)

By applying the inverse transformation T−1
x0

: (x, σ, γ, ω) 7→ (x − x0, σ, γ, ω)
to (A.11), (A.12), (A.13), and (A.14), we recover the new state in the initial state
space, (Xt+1, σt+1, γt+1, ωt+1).

33



Appendix A.3. Proof of Proposition 3
Starting from (X′t, σ

′
t, γ
′
t, ω
′
t) = Tα(X, σt, γt, ωt), where Tα is defined in (26),

and considering f(αx) and g(αx), we have

(X′t+1, σ
′
t+1, γ

′
t+1, ω

′
t+1) = F (f(αx),g(αx))((X′t, σ

′
t, γ
′
t, ω
′
t),Ut+1) ,

where X′t+1, σ′t+1, γ′t+1, and ω′t+1 are defined according to (22), (23), (17), and
(20) and (19) respectively. Using the definition of Tα in (26) and the properties of
Gx and Gσ in A3 and A4 respectively, it follows:

X′t+1 = Gx((X′t, σ
′
t),U

ς
t+1) = Gx((Xt/α, σt/α),Uς

t+1)

=
1

α
Gx((Xt, σt),Uς

t+1) ,

σ′t+1 = Gσ(σ′t,U
ς
t+1) = Gσ(σt/α,Uς

t+1) =
1

α
Gσ(σt,Uς

t+1) .

The permutation ς is extracted by ranking the candidate solutions {Xt
α

+ σt
α

Ui
t+1 :

i = 1, · · · , λ} on h(f(αx),g(αx))(x, γ′t, ω
′
t), where γ′t = γt and ω′t = ωt, and we have

h(f(αx),g(αx))

(
Xt

α
+
σt
α

Uς(1)
t+1 , γt, ωt

)
≤ · · ·

≤ h(f(αx),g(αx))

(
Xt

α
+
σt
α

Uς(λ)
t+1 , γt, ωt

)
. (A.15)

From (6), however,

h(f(αx),g(αx))(x, γ, ω) = h(αx, γ, ω) ,

for all x ∈ Rn, for all γ, ω ∈ Rm. Therefore, (A.15) is equivalent to:

h(Xt + σtU
ς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xt + σtU

ς(λ)
t+1 , γt, ωt) .

This means that the same permutation ς is obtained as when ranking the candidate
solutions {Xt + σtUi

t+1 : i = 1, · · · , λ} on h and consequently

X′t+1 = Xt+1/α , (A.16)
σ′t+1 = σt+1/α . (A.17)

Using (17), (26), and (A.16), we have

γ′t+1 = γ′t +
1

dγ
ω′t � g(αX′t+1) = γt+1 . (A.18)
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Finally, we have from (19), (20), (26), and (A.16)

ω′t+1 = ω′t �W(f(αx),g(αx))(γ′t, ω
′
t,X

′
t,X

′
t+1)

= ωt �W(f(αx),g(αx))(γt, ωt,Xt/α,Xt+1/α)

= ωt �



χ1/(4dω) if ωitgi(Xt+1)2 < k1×

|h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or k2|gi(Xt+1)− gi(Xt)| < |gi(Xt)|
ωitχ

−1/dω otherwise, i = 1, · · · ,m


i=1,··· ,m

= ωt �W(f,g)(γt, ωt,Xt,Xt+1) = ωt+1 . (A.19)

By applying the inverse transformation T−1
α : (x, σ, γ, ω) 7→ (αx, ασ, γ, ω)

to (A.16), (A.17), (A.18), and (A.19), we obtain the new state in the original
search space, (Xt+1, σt+1, γt+1, ωt+1).

Appendix A.4. Proof of Theorem 1
We express Φt+1 = (Yt+1,Γt+1, ωt+1) as a function of Φt = (Yt,Γt, ωt) and

the i.i.d. random vectors Ut+1 = (U1
t+1, · · · ,Uλ

t+1).
According to (29), we have

Yt+1 =
Xt+1 − xopt

σt+1

=
Gx((Xt, σt),Uς

t+1)− xopt

Gσ(σt,Uς
t+1)

=
Gx((Yt, 1),Uς

t+1)

Gσ(1,Uς
t+1)

, (A.20)

where we used translation-invariance and scale-invariance of Algorithm 2.
The permutation ς is extracted by ranking the candidate solutions {Xt+σtUi

t+1 :
i = 1, · · · , λ} on h, that is, the following inequality holds:

h(Xt + σtU
ς(1)
t+1 , γt, ωt) ≤ · · · ≤ h(Xt + σtU

ς(λ)
t+1 , γt, ωt) . (A.21)

We observe, however, that the h-value of a candidate solution Xt+σtUi
t+1 satisfies:

h(Xt + σtUi
t+1, γt, ωt) = h(σt(Yt + Ui

t+1) + xopt, σtΓt + γopt, ωt)

= f(σt(Yt + Ui
t+1) + xopt)︸ ︷︷ ︸

A

+ (σtΓt + γopt)
ᵀg(σt(Yt + Ui

t+1) + xopt)︸ ︷︷ ︸
B

+
1

2
ωᵀ
t g(σt(Yt + Ui

t+1) + xopt)
2︸ ︷︷ ︸

C

,
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where we used the definitions of Yt and Γt in (29). By developing A, B, and C,
and using the definitions of f and g(x) = Ax + b, the first KKT condition in (3),
and the fact that∇f(x) = xᵀH and ∇g(x) = A, we obtain:

A = σ2
t f(Yt + Ui

t+1 + xopt) + (1− σ2
t )f(xopt) + σt(1− σt) xᵀ

optH︸ ︷︷ ︸
∇f(xopt)

(Yt+1 + Ui
t+1) ,

B = σ2
t (Γt + γopt)

ᵀg(Yt+1 + Ui
t+1 + xopt) + σt(1− σt)γᵀopt A︸︷︷︸

∇g(xopt)

(Yt+1 + Ui
t+1) ,

C =
σ2
t

2
ωᵀ
t g(Yt+1 + Ui

t+1 + xopt)
2 .

Therefore

h(Xt + σtUi
t+1, γt, ωt) = h(σt(Yt + Ui

t+1) + xopt, σtΓt + γopt, ωt)

= σ2
t h(Yt + Ui

t+1 + xopt,Γt + γopt, ωt)

+ (1− σ2
t )f(xopt)︸ ︷︷ ︸

constant

, (A.22)

meaning that the same permutation ς is obtained when ranking the vectors {Yt +
Ui
t+1 : i = 1, · · · , λ} on h(x + xopt,Γt + γopt, ωt) as when ranking the candidate

solutions {Xt + σtUi
t+1 : i = 1, · · · , λ} on h(x, γt, ωt). That is, ς also satisfies

h(Yt + Uς(1)
t+1 + xopt,Γt + γopt, ωt) ≤ · · · ≤ h(Yt + Uς(λ)

t+1 + xopt,Γt + γopt, ωt) .

According to (29), we also have

Γt+1 =
γt+1 − γopt

σt+1

=
γt + 1

dω
ωt � g(Xt+1)− γopt

Gσ(σt,Uς
t+1)

.

Using the definitions of Xt+1, g, and Ỹt+1 in (22), A5, and (33) respectively, along
with translation-invariance and scale-invariance of Algorithm 2, we obtain

Γt+1 =
Γt + 1

dγ
ωt � g(Ỹt+1 + xopt)

Gσ(1,Uς
t+1)

. (A.23)

Finally, we have by definition:

ωt+1 = ωt �W(f,g)(γt, ωt,Xt,Xt+1) ,
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with

W(f,g)(γt, ωt,Xt,Xt+1) =



χ1/(4dω) if ωitgi(Xt+1)2 < k1×

|h(Xt+1,γt,ωt)−h(Xt,γt,ωt)|
n

or k2|gi(Xt+1)− gi(Xt)| < |gi(Xt)|
χ−1/dω otherwise,


i=1,··· ,m

.

(A.24)
Using the definitions of Xt+1, Yt, Γt, and Ỹt+1, along with translation-invariance
and scale-invariance of the algorithm, we have

h(Xt+1, γt, ωt) = h(Gx((Xt, σt),Uς
t+1), γt, ωt)

= h(σtỸt+1 + xopt, σtΓt + γopt, ωt) . (A.25)

Using (A.22), we deduce that

h(Xt+1, γt, ωt)− h(Xt, γt, ωt) = σ2
t (h(Ỹt+1 + xopt,Γt + γopt, ωt)

− h(Yt + xopt,Γt + γopt, ωt)) .

On the other hand, we have by the definition of g

gi(Xt) = σtgi(Yt + xopt)

gi(Xt+1) = σtgi(Ỹt+1 + xopt) .

Replacing in (A.24), we obtain

W(f,g)(γt, ωt,Xt,Xt+1) =W(f(x+xopt),g(x+xopt))(Γt + γopt, ωt,Yt, Ỹt+1) ,

and therefore

ωt+1 = ωt �W(f(x+xopt),g(x+xopt))(Γt + γopt, ωt,Yt, Ỹt+1) .

Φt+1 = (Yt+1,Γt+1, ωt+1) depends only on Φt = (Yt,Γt, ωt) and the i.i.d. random
vectors Ut+1. Therefore, {Φt : t ∈ Z≥0} is a homogeneous Markov chain.

Appendix A.5. Proof of Theorem 2
We express 1

t
ln
‖Xt−xopt‖
‖X0−xopt‖ ,

1
t

ln ‖γt−γopt‖
‖γ0−γopt‖ , and 1

t
ln σt

σ0
as a function of the homo-

geneous Markov chain {Φt : t ∈ Z≥0} defined in Theorem 1. Using the property
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of the logarithm, we have

1

t
ln
‖Xt − xopt‖
‖X0 − xopt‖

=
1

t

t−1∑
k=0

ln
‖Xk+1 − xopt‖
‖Xk − xopt‖

=
1

t

t−1∑
k=0

ln
‖Yk+1‖
‖Yk‖

Gσ(1,Uς
k+1)

=
1

t

t−1∑
k=0

ln ‖Yk+1‖ −
1

t

t−1∑
k=0

ln ‖Yk‖

+
1

t

t−1∑
k=0

lnGσ(1,Uς
t+1) . (A.26)

{Φt : t ∈ Z≥0} is positive Harris-recurrent with an invariant probability measure
π and Eπ(| ln ‖[φ]1‖|) < ∞, Eπ(| ln ‖[φ]2‖|) < ∞, and Eπ(|R(φ)|) < ∞, where
R(φ) is defined in (35). Therefore, we can apply a LLN to the right-hand side
of (A.26). We obtain

lim
t→∞

1

t
ln
‖Xt − xopt‖
‖X0 − xopt‖

= lim
t→∞

1

t

t−1∑
k=0

ln ‖Yk+1‖ − lim
t→∞

1

t

t−1∑
k=0

ln ‖Yk‖

+ lim
t→∞

1

t

t−1∑
k=0

lnGσ(1,Uς
t+1)

=

∫
ln ‖[φ]1‖π(dφ)−

∫
ln ‖[φ]1‖π(dφ)

+

∫
R(φ)π(dφ) = −CR .

We proceed similarly with 1
t

ln ‖γt−γopt‖
‖γ0−γopt‖ and 1

t
ln σt

σ0
.

1

t
ln
‖γt − γopt‖
‖γ0 − γopt‖

=
1

t

t−1∑
k=0

ln ‖Γk+1‖ −
1

t

t−1∑
k=0

ln ‖Γk‖

+
1

t

t−1∑
k=0

lnGσ(1,Uς
t+1) , (A.27)

1

t
ln
σt
σ0

=
1

t

t−1∑
k=0

σk+1

σk
= lim

t→∞

1

t

t−1∑
k=0

lnGσ(1,Uς
t+1) . (A.28)

By applying a LLN to the right-hand side of (A.27) and (A.28), we obtain

lim
t→∞

1

t
ln
‖γt − γopt‖
‖γ0 − γopt‖

= lim
t→∞

1

t
ln
σt
σ0

= −CR .
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Appendix B. Definitions Related to Markov Chains

This appendix contains complementary notions on Markov chains. We define
in particular notions related to the “stability”, such as irreducibility, positivity, and
Harris-recurrence. For further reading on the Markov chain theory, see [18].

Let consider a Markov chain {Φt : t ∈ Z≥0} that takes its values in a set S
equipped with its Borel σ-algebra B(S). The transition probabilities are given by
the transition probability kernel P such that for φ ∈ S and B ∈ B(S),

P (φ,B) = Pr(Φt+1 ∈ B | Φt = φ) .

We say that a Markov chain is ϕ-irreducible if there exists a nonzero measure
ϕ on the state space such that for any φ ∈ S and for any B ∈ B(S) such that
ϕ(B) > 0, ∑

k∈Z>0

P k(φ,B) > 0 .

In such a case, there exists a maximal irreducibility measure ψ that dominates
other irreducibility measures [18].

Let now π be a probability measure on S. We say that π is invariant if

π(B) =

∫
S
π(dφ)P (φ,B) .

We say that a Markov chain is positive if there exists an invariant probability
measure for this Markov chain.

Harris-recurrence [18] is related to the notion of irreducibility. Let {Φt : t ∈
Z≥0} be a ψ-irreducible Markov chain. A measurable set B ∈ B(S) is Harris-
recurrent if

Pr(
∑
t∈Z>0

1B(Φt) =∞ | Φ0 = φ) = 1 ,

for all φ ∈ B, where 1B is the indicator function. By extension, we say that
{Φt : t ∈ Z≥0} is Harris-recurrent if all ψ-positive sets are Harris-recurrent.

We can now recall Theorem 17.0.1 from [18] that gives sufficient conditions
for the application of a LLN for Markov chains.

Theorem 3 (Theorem 17.0.1 from [18]). Let Z be a positive Harris-recurrent
chain with invariant probability π. Then, the LLN holds for any function q such
that π(|q|) =

∫
|q(z)|π(dz) <∞. That is, for any initial state Z0,

lim
t→∞

1

t

t−1∑
k=0

q(Zk) = π(q) almost surely .
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Figure C.4: Simulations of the Markov chain on fsphere (left) and fellipsoid (right) with m = 1 in
n = 10.

Appendix C. Complementary Empirical Results

We present here additional results that correspond to simulations of the Markov
chain defined in Theorem 1 (Figures C.4–C.7), as well as to single runs of the
(µ/µw, λ)-CSAoff-AL (Figures C.8–C.11) on the linearly constrained sphere and
ellipsoid functions in n = 10, with constraint values m ∈ {1, 2, 5, 9}. The param-
eter setting is described in Section 6. We test in particular three initial values of
the penalty factors, ω0 ∈ {(1, · · · , 1)ᵀ, (103, · · · , 103)ᵀ, (10−3, · · · , 10−3)ᵀ}.
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Figure C.5: Simulations of the Markov chain on fsphere (left) and fellipsoid (right) with m = 2 in
n = 10.
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Figure C.6: Simulations of the Markov chain on fsphere (left) and fellipsoid (right) with m = 5 in
n = 10.
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Figure C.7: Simulations of the Markov chain on fsphere (left) and fellipsoid (right) with m = 9 in
n = 10.
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Figure C.8: Single runs on fsphere (left) and fellipsoid (right) with m = 1 in n = 10, with different
values of ω0.
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Figure C.9: Single runs on fsphere (left) and fellipsoid (right) with m = 2 in n = 10, with different
values of ω0.
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Figure C.10: Single runs on fsphere (left) and fellipsoid (right) with m = 5 in n = 10, with different
values of ω0.
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Figure C.11: Single runs on fsphere (left) and fellipsoid (right) with m = 9 in n = 10, with different
values of ω0.
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