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Abstract

This paper studies the stabilization of linear systems with both state and input delays where the input delay can be arbitrarily
large yet exactly known. Observer-predictor based controllers are designed to predict the future states so that the input delay
can be properly compensated. Necessary and sufficient conditions guaranteeing the stability of the closed-loop system are
provided in terms of the stability of some simple linear time-delay systems refereed to as observer-error systems, by which the
separation principle is discovered. Moreover, approaches in terms of linear matrix inequalities are also provided to design both
the state feedback gains and observer gains. Finally, a numerical example illustrates that the proposed approaches are more
effective and safe to implement than the existing methods.
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1 Introduction

Control of time-delay systems has received consid-
erable attention and many results have been reported
in the literature to deal with various analysis and con-
trol problems during the past decades. For example, an
improved delay-dependent stability condition for linear
systems with time-invariant delays in terms of LMIs was
provided in [33], the problem of exponential stability for
nonlinear time-delay systems with delayed impulses was
addressed in [5], the Lyapunov-Krasovskii functional ap-
proach for the stability problem of coupled differential-
functional equations was discussed in [12], a class of sin-
gular systems with time-varying delay was investigated
by [6], the problem of networked output tracking control
was investigated in [35], sampled-data control modeled
as a refined input delayed system was considered in [9],
robust stabilization of a system with input delays was
investigated in [16], and in [36] the authors proposed two
approaches to approximate distributed delay in linear
control laws and then to implement it in the z-domain
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and in the s-domain.
Predictor feedback is an efficient approach for control-

ling time-delay systems with input delays and has re-
ceived renewed interest in recently years. The Smith pre-
dictor (SP) was initially proposed in [29] for linear stable
systems with an input delay, which, however, may have
difficulty in stabilizing unstable systems. Afterwards, a
modification of the SP for unstable systems was pro-
posed in [32]. By modelling the input delay dynamic-
s as a partial differential equation (PDE) of transport
type, the classical predictor feedback for time-delay sys-
tems has been re-examined and extended extensively by
M. Krstic and his coauthors (see [17,18] for instance).
The merit of this approach is that Lyapunov–Krasovskii
functionals can be easily constructed and explicit stabil-
ity estimates can be derived for the closed-loop system.
Recently, the predictor feedback was generalized to lin-
ear time-varying systems in [25] and a sequential sub-
predictor was proposed in [27] for linear systems with a
long input delay, and extended to some families of time-
varying systems in [19,23,24]. To the best of our knowl-
edge, the idea of using observers to predict the future
state was for the first time introduced in [27] where were
considered linear systems with only a single input de-
lay. By safely dropping out the distributed terms in the
traditional predictor feedback when the open-loop sys-
tem is only polynomially unstable, a truncated predic-
tor feedback (TPF) approach was developed in [40] and
[39]. The predictor feedback approach has been success-
fully utilized in [30] to compensate the network-induced
time delays for networked control systems.

All the references mentioned above mainly deal with
control systems with only input delay. Very recently,
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for linear systems with both input and state delays, the
first author of this paper proposed a nested predictor
approach to predict the future states such that the in-
put delay that can be arbitrarily large yet bounded is
compensated completely [37]. Alternatively approaches
by using state transition matrices and by adding inte-
grators to the same problem were proposed respectively
in [15] and [38]. The nested predictor feedback has also
been extended to neutral-type time-delay systems [41]
and discrete-time time-delay systems [20].
In this paper, motivated by the observer based ap-

proach in [27] and the predictor feedback approach in
[37], we revisit the problem of stabilizing linear system-
s with both state delay and input delay, which can be
arbitrarily large yet exactly known. Our new solution-
s are based on observer-predictor feedback, which uses
both observer and predictor to predict the future states
so that the input delay can be properly compensated.
We provide necessary and sufficient conditions guaran-
teeing the stability of the closed-loop system in terms
of the stability of some simple linear time-delay system-
s refereed to as observer-error systems, from which one
deduces that the separation principle hods. We also de-
velop approaches in terms of linear matrix inequalities
to design both state feedback gains and observer gains
in the observer-predictor feedback controllers. The pro-
posed observer-predictor scheme can also be applied on
linear systems with only input delay, resulting in con-
trollers that are easy to implement without adding any
low-pass filters. We finally use a numerical example to
illustrate the effectiveness of the proposed approaches,
and, to demonstrate that the proposed approaches are
more easy to implement than the existing methods.
This paper is organized as follows: In Section 2, we

state the problem to be solved and give some prelimi-
naries. The input delay compensation methods by us-
ing a single observer-predictor and multiple observer-
predictor are respectively given in Sections 3 and 4. A
numerical example is provided to show the effectiveness
of the obtained controllers in Section 5. Finally, Section
6 concludes this paper.

2 Problem Formulation and Preliminaries

2.1 Definitions and Notation

The identity matrix in Rn×n is denoted by In. The
k × n matrix in which each entry is 0 is denoted by 0.
Given any constant τ > 0, we let C([−τ, 0],Rn) denote
the set of all continuous Rn-valued functions defined on
[−τ, 0]. We often abbreviate this set (by omitting the
dimension which is clear from the context) asCin, and we
call it the set of all initial functions. For any continuous
function ϕ : [−τ,∞) → Rn and all t ≥ 0, we define ϕt

by ϕt(m) = ϕ(t+m) for all m ∈ [−τ, 0], i.e., ϕt ∈ Cin is
the translation operator. For any matrices A and B in
Rn×n, we use A < B to mean that X⊤(B−A)X > 0 for
all X ∈ Rn \ {0}. For two integers q and q with p ≤ q,
let I [p, q] = {p, p+ 1, . . . , q}.
2.2 Problem formulation

We consider a linear time-delay systemwith both state
and input delays as follows

ẋ (t) = Ax (t) +Arx (t− r) +Bu (t− h) , ∀t ≥ 0, (1)

where A,Ar ∈ Rn×n and B ∈ Rn×m are constant ma-
trices, and r > 0 and h > 0 are the state and input
delays, respectively. Let the initial condition be x (θ) =
ϕ (θ) , ∀θ ∈ [−r, 0], and u (θ) = φ (θ) , ∀θ ∈ [−h, 0] with
ϕ ∈ Cin, φ ∈ Cin. Before designing stabilizing controllers
for system (1), we first give an assumption as follows.
Assumption 1 The linear time-delay system

ẋ (t) = Ax (t) +Arx (t− r) +Bu (t) , (2)

can be stabilized by the following state feedback controller

u (t) = Kx (t) +Krx (t− r) , (3)

whereK ∈ Rm×n andKr ∈ Rm×n are two gains, name-
ly, the following closed-loop system is asymptotically sta-
ble

ẋ (t) = (A+BK)x (t) + (Ar +BKr)x (t− r) . (4)

The problem to be solved can be stated as follows.
Problem 1 Under Assumption 1, design a dynamic
controller ⎧

⎨

⎩
χ̇ (t) = f (χt, xt, ut) ,

u (t) = g (χt, xt, ut) ,
(5)

where χ ∈ Rq, and f and g are linear functions such that
the system (1) in closed-loop with (5) is asymptotically
stable.

If Ar = 0, Problem 1 has been studied previously
in the literature by using the predictor feedback (see,
for example, [1,17,18,22,27]). Therefore, in the following,
without loss of generality, we assume that Ar ̸= 0.

Under Assumption 1, if the future state x (t+ h) is
available for feedback, then a solution to Problem 1 is
given by

u (t) = Kx (t+ h) +Krx (t+ h− r) , (6)

since the closed-loop system is exactly in the form of (4).
By the variation of constant formula, the future state
x (t+ h) can be predicted as

x (t+ h) =eAhx (t) +

∫ t+h

t
eA(t+h−s)Arx (s− r) ds

+

∫ t+h

t
eA(t+h−s)Bu (s− h) ds, (7)

which is causal (and thus implementable) if and only if
h ≤ r. Hence, without loss of generality, we make the
following assumption.
Assumption 2 The input delay h and the state delay r
satisfy h > r.

Under this assumption, the classical predictor feed-
back approach [1,17,18,22] does not provide a solution to
Problem 1 since the resulting controller is acausal (and is
thus not implementable). In order to solve this problem,
a nested prediction approach involving multiple integra-
tions was first proposed in [37]. An alternative method
by adding integrators was latterly established in [38] to
solve the same problem. This problem was also inde-
pendently studied in [15] by using a completely different
method involving the fundamental matrix function for
the open-loop time-delay system.

In this paper, based on the first author’s early study
[37,38] on this problem and motivated by the approach
in [27] for stabilization of linear systems with only input
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delays, we will present on observer-predictor based ap-
proach to solve Problem 1. Differently from the nested
predictor feedback approach [37] and the dynamic com-
pensator method by adding integrators [38], the new ap-
proach to be investigated consists in using both observers
and predictors to predict the future state x (t+ h) firstly
and then the observed future state x̂ (t+ h) is used in (6)
for feedback. The classical separation principle for delay-
free linear systems can be extended to this observer-
predictor design scheme. To guarantee the stability of
the observer-predictor for large input delay h, a series of
observers with one observer predicting the future state
x (t+∆h) with ∆h small enough are utilized instead.
Dividing large time delays into many small ones to

make a difficult design problem solvable or to obtain less
conservative results is a valuable idea, and, of course, is
not new in the literature. To the best of our knowledge,
this idea appeared firstly in Hale’s book [14] where it was
used to obtain less conservative stability criteria for lin-
ear systems with a pure state delay. This delay decom-
position approach was then extended by many authors
for solving various problems for time-delay systems (see,
for example, [13] and [34]). This idea was also used in
observer design for nonlinear time-delay systems (see [2]
and [10]), feedback control by delayed output [3], and
predictor feedback for systems with input delay [4,27].
At the end of this section, we give a brief discussion on

the design of the matrices K and Kr in Assumption 1.
This problem has been studied in [38] (see [38, Lemma
9]), where the method in [13] was adopted. For easy
reference, we recall the results in the following lemma.
Lemma 1 [38] There exist two matricesK andKr such
that the state feedback controller (3) stabilizes system (2)
if there exist symmetric matrices P > 0, Q > 0, Z > 0,
and twomatricesG andGr such that the following matrix
inequality is feasible

⎡

⎢⎢⎢⎣

Ω0 ArP +BGr + Z r
(
PAT +GTBT

)

∗ −Q− Z r
(
PAT

r +GT
r B

T
)

∗ ∗ −PZ−1P

⎤

⎥⎥⎥⎦
< 0, (8)

whereΩ0 = AP+PAT+BG+GTBT+Q−Z. Moreover,
K and Kr are given as K = GP−1 and Kr = GrP−1.
Remark 1 The inequality (8) is not a linear matrix in-
equality (LMI) due to the term −PZ−1P . To overcome
this obstacle, we notice that, for any scalar α > 0, the
inequality

0 ≤ (P − αZ)Z−1 (P − αZ) = PZ−1P − 2αP + α2Z,

is satisfied, which implies that−PZ−1P ≤ −2αP+α2Z.
Hence, if the term −PZ−1P is replaced by −2αP +α2Z
in (8), then, for any fixed α and LMI is obtained, which,
of course, can then be solved efficiently by the LMI solver
in Matlab. The nonlinear term PZ−1P can also be han-
dled efficiently by the so-called Cone Complementarity
Linearization Algorithm proposed in [7].

3 Delay Compensation by A Single Observer-
Predictor

3.1 Input Delay Compensation by A Single Observer

In this subsection, a single observer based predictor
feedback will be presented to solve Problem 1.

Theorem 1 Let Assumption 1 be satisfied. Consider the
following observer based controller

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

˙̂x (t) = Ax̂ (t) +Arx̂ (t− r) +Bu (t)

+L (x̂ (t− h)− x (t)) ,

u (t) = Kx̂ (t) +Krx̂ (t− r) .

(9)

Then the closed-loop system consisting of (1) and (9) is
asymptotically stable if and only if the following linear
time-delay system is asymptotically stable

ė (t) = Ae (t) +Are (t− r) + Le (t− h) . (10)

Proof. Let

e (t) = x̂ (t− h)− x (t) . (11)

Then, according to (1), (11) and (9), we have

ẋ (t) =Ax (t) +Arx (t− r) +BKx̂ (t− h)

+BKrx̂ (t− r − h)

= (A+BK)x (t) + (Ar +BKr)x (t− r)

+BKe (t) +BKre (t− r) , (12)

and

ė (t) = ˙̂x (t− h)− ẋ (t)

= Ae (t) +Are (t− r) + Le (t− h) . (13)

The linearity of (12)-(13) implies that the closed-loop
system is asymptotically stable if and only if the two
systems
⎧
⎨

⎩
ρ̇1 (t) = (A+BK) ρ1 (t) + (Ar +BKr) ρ1 (t− r) ,

ρ̇2 (t) = Aρ2 (t) +Arρ2 (t− r) + Lρ2 (t− h) ,

are. It then follows from Assumption 1 that this is e-
quivalent to the asymptotic stability of system (10). The
proof is finished.

From (11) and (13) we can see that the observer s-
tate x̂ (t) will approach the system state x (t+ h) if the
observer-error system (13) or (10) is asymptotically sta-
ble, namely, x̂ (t) is an estimation (observer) of x (t+ h).
Remark 2 Notice that the stability of the observer-error
system (10) is independent of the state feedback gains K
andKr, and is totally determined by the observer gain L.
This property is quite similar to the separation principle
existing in the observer based output feedback design for
linear systems without delay [21]. The separation prin-
ciple indicated by Theorem 1 was not available in [27]
where the feedback gains and the observer gains are cou-
pled in the proposed stability conditions.

To verify the stability of the observation error system
(10), we present the following proposition whose proof
is given in Appendix A1.
Proposition 1 Let A,Ar ∈ Rn×n be two constant ma-
trices and r ≥ 0 be a constant.
1. There always exists an observer gain L such that

system (10) with h = 0, namely, the following sys-
tem

ė (t) = (A+ L) e (t) +Are (t− r) , (14)

is asymptotically stable.
2. Let L be such that system (14) is asymptotically

stable, then there exists a constant delay h∗ (L) > 0
such that system (10) is also asymptotically stable
for all h ∈ [0, h∗ (L)].
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Since h∗ (L) is expected to be as large as possible,
the observer gain L should be carefully designed so that
h∗ (L) is maximized. To this end, we give the following
lemma whose proof is straightforward and will be given
in Appendix A2 for completeness.
Lemma 2 The observer-error system (10) is asymptot-
ically stable for all h ∈ [0, h∗], if there exist matrices
P > 0, Q > 0, Z > 0, R > 0, S > 0 and a matrix U such
that

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ω1 Ω2 0 h∗PAT
r rPAT

r

∗ Ω3 U +R −h∗PAT −rPAT

∗ ∗ −Q−R −h∗UT −rUT

∗ ∗ ∗ −PR−1P 0

∗ ∗ ∗ ∗ −PS−1P

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (15)

is feasible, where Ω1 = −Z − S, Ω2 = −PAT
r − S, Ω3 =

AP + PAT + Q + Z − S − R. Moreover, the observer
gain can be chosen as L = UP−1.
Wemention that the two nonlinear terms PR−1P and

PS−1P in (15) can be handled by the same method in
Remark 1. Now we consider the following optimization
problem

h# = sup
P>0,Q>0,Z>0,R>0,S>0,U∈Rn×n

{h∗} s.t. (15).

(16)
Then it follows from Proposition 1 and Lemma 2 that
the observer-error system (10) is asymptotically stable
for some L if

h < h#. (17)

3.2 Input Delay Compensation by A Single Observer-
Predictor

In Theorem 1, the observer is designed to predict the
future state x(t + h). However, as indicated by (7), the
future state x(t + r) can be obtained by using the pre-
dictor

xp (t+ r) =eArx (t) +

∫ t+r

t
eA(t+r−s)Arx (s− r) ds

+

∫ t+r

t
eA(t+r−s)Bu (s− h) ds. (18)

Therefore, by using the predicted state xp (t+ r), one
needs only to predict h− r seconds ahead of xp (t+ r).
With this idea, we can state the following theorem.
Theorem 2 Let Assumptions 1-2 be satisfied. Consider
the following observer-predictor based controller

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

˙̂x (t) = Ax̂ (t) +Arx̂ (t− r) +Bu (t)

+L (x̂ (t− (h− r))− xp (t+ r)) ,

u (t) = Kx̂ (t) +Krx̂ (t− r) .

(19)

Then the closed-loop system consisting of (1) and (19)
is asymptotically stable if and only if the following linear
time-delay system is asymptotically stable

ė (t) = Ae (t) +Are (t− r) + Le (t− (h− r)) . (20)

Proof.According to (1) and (19), the closed-loop system
can be rewritten as⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ (t) = Ax (t) +Arx (t− r) +BKx̂ (t− h)

+BKrx̂ (t− h− r) ,

˙̂x (t) = Ax̂ (t) +Arx̂ (t− r) +BKx̂ (t)

+BKrx̂ (t− r) + L(x̂ (t− (h− r))

−eArx (t)−
∫ t+r
t eA(t+r−s)Arx (s− r) ds

−
∫ t+r
t eA(t+r−s)BKx̂ (s− h) ds

−
∫ t+r
t eA(t+r−s)BKrx̂ (s− h− r) ds).

We deduce that, for all t ≥ h,

˙̂x (t− h) = Ax̂ (t− h) +Arx̂ (t− h− r) +BKx̂ (t− h)

+BKrx̂ (t− h− r) + L (x̂ (t− (2h− r))

− eArx (t− h)−
∫ t−h+r

t−h
eA(t−h+r−s)Arx (s− r) ds

−
∫ t−h+r

t−h
eA(t−h+r−s)BKx̂ (s− h) ds

−
∫ t−h+r

t−h
eA(t−h+r−s)BKrx̂ (s− h− r) ds).

Bearing in mind (18) and the fact that h ≥ r, we deduce
that, for all t ≥ h,

˙̂x (t− h) =Ax̂ (t− h) +Arx̂ (t− h− r)

+BKx̂ (t− h) +BKrx̂ (t− h− r)

+ L (x̂ (t− (2h− r))− x(t+ r − h)) . (21)

Let e(t) = x̂ (t− h)− x(t). Then

ė (t− h) = Ae (t− h)+Are (t− h− r)+Le (t− (2h− r))

and

ẋ (t) =(A+BK)x(t) + (Ar +BKr)x (t− r)

+BKe(t) +BKre(t− r).

From Assumption 1, we can conclude.
Similarly to the discussion in the above subsection,

the observer-error system (20) is asymptotically stable
for some L if

h− r < h#. (22)

The advantage of the observer-predictor based controller
(19) is that, when compared with Theorem 1, the sta-
bility condition (22) is more easily satisfied than (17).
Remark 3 It has been recognized in the literature that
the numerical implementation of the predictor (18) may
be unsafe as it can lead to instability of the closed-loop
system [26,31,36]. However, the observer-predictor based
controller (19) does not suffer such a problem since the
observer in (19) is also used as a low-pass filter which
helps to avoid the instability problem [26,37]. Moreover,
the low-pass filtering property of the observer-filter may
help to suppress the measurement noise whenever it ex-
ists.

At the end of this subsection, we apply the observer-
predictor scheme proposed in Theorem 2 to a linear sys-
tem with only a single input time delay, as described by

ẋ (t) = Ax (t) +Bu (t− h) , (23)

where the system parameters are the same as that in (1)
and (A,B) is assumed to be stabilizable.
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Corollary 1 Let r ∈ (0, h] be any given constant. Con-
sider the following observer-predictor based controller
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

˙̂x (t) = Ax̂ (t) +Bu (t) + L (x̂ (t− (h− r))− xp (t+ r)) ,

xp (t+ r) = eArx (t) +
∫ t+r
t eA(t+r−s)Bu (s− h) ds,

u (t) = Kx̂ (t) .

(24)
Then the closed-loop system consisting of (23) and (24)
is asymptotically stable if and only if the following linear
time-delay system is asymptotically stable

ė (t) = Ae (t) + Le (t− (h− r)) . (25)

Remark 4 The classical predictor feedback for system
(23) is
⎧
⎨

⎩
x (t+ h) = eAhx (t) +

∫ t+h
t eA(t+h−s)Bu (s− h) ds,

u (t) = Kx (t+ h) ,

(26)
where K is such that A+BK is Hurwitz. As mentioned
in Remark 3, the implementation of the predictor feed-
back (26) may be unsafe, and to avoid this problem, a
low-pass filter is generally required [26]. The essential
feature of Corollary 1 is that, differently from the tra-
ditional predictor (26), the input delay h is divided into
two parts r and h − r with the first part being predict-
ed by the predictor xp (t+ r) and the second parts being
predicted by the observer. The most important advantage
of this observer-predictor scheme is that, to implement
the controller, one does not need to utilize a low-pass fil-
ter anymore since the observer itself serves as a low-pass
filter, as mentioned by Remark 3. By Proposition 1 we
can see that we can always choose a quite large r (such
that h− r is sufficiently small) such that the stability of
(25) is guaranteed. However, to ensure that the observer-
error system (25) possesses a fast convergence rate, we
may optimize L and r such that the convergence rate of
(25) is maximized.

4 Delay Compensation by Multiple Observer-
Predictor

4.1 Input Delay Compensation by Multiple Observers

If h is too large, both the controllers in Theorems 1-2
may fail to stabilize system (1) since the observer-error
systems (10) and (20) cannot be stabilized by the choice
of an appropriated matrix L. Motivated by the approach
proposed in [27], we design below a multiple observer
based controller to solve Problem 1. Let N be a positive
integer and denote

∆h =
h

N
. (27)

Theorem 3 Let Assumptions 1-2 be satisfied. Consider
the following observer based controller
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂xi (t) = Ax̂i (t) + Li (x̂i (t−∆h)− x̂i+1 (t))

+Arx̂i (t− r) +Bu (t− (i− 1)∆h) ,

˙̂xN (t) = Ax̂N (t) + LN (x̂N (t−∆h)− x (t))

+Arx̂N (t− r) +Bu (t− (N − 1)∆h) ,

u (t) = Kx̂1 (t) +Krx̂1 (t− r) ,

(28)

where i ∈ I [1, N − 1] and (K,Kr) satisfies Assumption
1. Then the closed-loop system consisting of (1) and (28)
is asymptotically stable if and only if the following series
of linear time-delay systems are all asymptotically stable

ėi (t) = Aei (t)+Arei (t− r)+Liei (t−∆h) , i ∈ I [1, N ] .
(29)

Proof. Define a series of prediction error vectors as
⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ei (t) = x̂i (t− (N − i+ 1)∆h)

−x̂i+1 (t− (N − i)∆h) , i ∈ I [1, N − 1] ,

eN (t) = x̂N (t−∆h)− x (t) .

Then one can prove that

x̂1 (t−N∆h) = x (t)+e1 (t)+e2 (t)+· · ·+eN (t) , (30)

for all t ≥ 0. According to (1) and (28), we have, for all
t ≥ 0,

ẋ (t) =Ax (t) +Arx (t− r) +BKx̂1 (t−N∆h)

+BKrx̂1 (t− r −N∆h)

= (A+BK)x (t) + (Ar +BKr)x (t− r)

+BK (e1 (t) + e (t) + · · ·+ eN (t))

+BKr (e1 (t− r) + e2 (t− r) + · · ·+ eN (t− r)) ,
(31)

and⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ėi (t) = Aei (t) +Arei (t− r) + Liei (t−∆h)

−Li+1ei+1 (t−∆h) , i ∈ I [1, N − 1] ,

ėN (t) = AeN (t) +AreN (t− r) + LNeN (t−∆h) .

(32)
By noting the upper triangular structure of the closed-
loop system consisting of (31) and (32), we conclude that
the closed-loop system is asymptotically stable if and
only if
⎧
⎨

⎩
ρ̇0 (t) = (A+BK) ρ0 (t) + (Ar +BKr) ρ0 (t− r) ,

ρ̇i (t) = Aρi (t) +Arρi (t− r) + Liρi (t−∆h) ,

is, where i ∈ I [1, N ]. Then it follows from Assumption 1
that this is equivalent to the asymptotic stability of the
following system

ėi (t) = Aei (t) +Arei (t− r) + Liei (t−∆h) , (33)

where i ∈ I [1, N ]. This allows us to conclude.
We mention that, as pointed out in Remark 2, the

separation principle also holds for the observers based
controller (28) in Theorem 3. Let h# be determined by
(16). Then the observer-error systems (29) are asymp-
totically stable for some Li if

∆h =
h

N
≤ h#. (34)

Clearly, the above inequality can be satisfied by choosing
N large enough. Since the complexity of the controller
(28) is proportional to N , one needs to choose the min-
imal N∗ such that (34) is satisfied.
Remark 5 Let us denote the convergence rate of sys-
tem (4) by λK and the convergence rate of the observer-
error system (29) by λL. Then it is not difficult to see
that the convergence rate of the closed-loop system con-
sisting of (1) and (28) is min{λK ,λL}. The number λK

is totally determined by (A,Ar, B, h, r) and can thus be
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considered to be a constant, while λL is determined by
{A,Ar, h, r, Li, N}. Hence we need to design N and Li

properly such that λL is maximized. To this end, we let
(34) be satisfied and consider:

êi (t) = eγtei (t) , i ∈ I [1, N ] , (35)

where γ > 0 is a constant. Then the observer-error sys-
tem (29) can be expressed as

˙̂ei (t) = (A+ γIn) êi (t) + eγrAr êi (t− r)

+ eγ∆hLiêi (t−∆h)

!Aγ êi (t) +Aγ
r êi (t− r) + Lγ

i êi (t−∆h) , (36)

where i ∈ I [1, N ]. Hence, to maximize λL, we need only
to maximize γ subject to the stability of the series of time-
delay systems (36) for which Lemma 2 can be used again.

4.2 Input Delay Compensation by Multiple Observer-
Predictor

In this subsection, we combine the idea in Theorem
2 and the idea in Theorem 3 to propose a multiple
observer-predictor based controller to solve Problem 1.
Let

δh =
h− r

N
. (37)

Theorem 4 Let Assumptions 1-2 be satisfied. Consider
the following observer-predictor based controller⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

˙̂xi (t) = Ax̂i (t) +Arx̂i (t− r) +Bu (t− (i− 1) δh)

+Li (x̂i (t− δh)− x̂i+1 (t)) , i ∈ I [1, N − 1] ,

˙̂xN (t) = Ax̂N (t) +Arx̂N (t− r) +Bu (t− (N − 1) δh)

+LN (x̂N (t− δh)− xp (t+ r)) ,

u (t) = Kx̂1 (t) +Krx̂1 (t− r) ,

(38)
where xp (t+ r) is determined by (18). Then the closed-
loop system consisting of (1) and (38) is asymptotically
stable if and only if the following linear time-delay sys-
tems are all asymptotically stable

ėi (t) = Aei (t)+Arei (t− r)+Liei (t− δh) , i ∈ I [1, N ] .
(39)

Proof. let us denote the observer-error vectors as
ei (t) = x̂i (t− (N − i+ 1) δh)−x̂i+1 (t− (N − i) δh) , i ∈
I [1, N − 1] and eN (t) = x̂N (t− δh) − xp (t+ r) . Ac-
cording to (1) and (38), the closed-loop system is
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ẋ (t) = Ax (t) +Arx (t− r) +BKx̂1 (t− h)

+BKrx̂1 (t− h− r) ,

˙̂xi (t) = Ax̂i (t) +Arx̂i (t− r) +BKx̂1 (t− (i− 1) δh)

+Li (x̂i (t− δh)− x̂i+1 (t))

+BKrx̂1 (t− r − (i− 1) δh) , i ∈ I [1, N − 1] ,

˙̂xN (t) = Ax̂N (t) +Arx̂N (t− r) + LN x̂N (t− δh)

−LN

(
eArx (t) +

∫ t+r
t eA(t+r−s)Arx (s− r) ds

+
∫ t+r
t eA(t+r−s)BKx̂1 (s− h) ds

+
∫ t+r
t eA(t+r−s)BKrx̂1 (s− h− r) ds

)

+BKx̂1 (t− (N − 1) δh)

+BKrx̂1 (t− r − (N − 1) δh) .

(40)

Therefore, system (40) in the frequency domain can be
rewritten as

Π (s) [XT (s) , X̂T
1 (s) , · · · , X̂T

N (s)]T = 0,

where L (x (t)) = X (s) ,L (x̂i (t)) = X̂i (s) , i ∈ I [1, N ] ,
and

Π (s) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Σ0 Σ3 0 · · · 0 · · · 0

0 Λ1 +Θ1 L1 · · · 0 · · · 0

0 Θ2 Λ2 L2 · · · 0
...

...
. . .

. . .
. . .

...

0 Θi 0 Λi Li 0
...

...
...

. . .
. . .

...

Σ2 Σ1 +ΘN 0 · · · 0 · · · ΛN

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

, (41)

in which
⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

Σ0 = sIn −A−Are−sr,

Σ1 = LN

(
(sIn −A)−1 e−sh

(
esr − eAr

)
BK

+(sIn −A)−1 e−sh
(
In − e−(sIn−A)r

)
BKr

)
,

Σ2 = LNeAr + LN (sIn −A)−1 (In − e−(sIn−A)r
)
Ar,

Σ3 = −BKe−hs −BKre−(h+r)s,

Θi = −BKe−(i−1)δhs −BKre−r−(i−1)δhs, i ∈ I [1, N ] ,

Λi = sIn −A−Are−sr − Lie−δhs, i ∈ I [1, N ] .

It follows that the characteristic equation of the closed-
loop system is ∆ (s) = detΠ (s) [14]. By some elemen-

tary computation, we get ∆ (s) = ∆c (s)
∏N

i=1∆ei (s) ,
in which

∆c (s) =
∣∣sIn − (A+BK)− (Ar +BKr) e

−sr
∣∣ ,

and

∆ei (s) =
∣∣sIn −A−Are

−sr − Lie
−δhs

∣∣ , i ∈ I [1, N ] ,

are respectively the characteristic equations of (4) and
(39). Assumption 1 allows us to conclude.

Clearly, the separation principle also holds for the
observer-predictor based controller (38) in Theorem
4. Let h# be the constant defined in (16). Then the
observer-error systems (39) are asymptotically stable
for some Li if

δh =
h− r

N
< h#. (42)

Again, the above inequality can be satisfied by choosing
N large enough. Moreover, for a given N , we can see
that δh < ∆h. Hence, compared with Theorem 3, the
advantage of Theorem 4 is that the stability condition
(42) is more easily satisfied than (34).

5 A Numerical Example

A numerical example is used in this section to demon-
strate the advantages of the proposed observer-predictor
based approach. We consider the linearized model of liq-
uid propellant rocket motors previously studied in [37]
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Fig. 1. State trajectories in 2-norm of the closed-loop system consisting of (43) and different controllers.

and [38] as in (1) where

A =

⎡

⎢⎢⎢⎢⎢⎢⎣

0 0 0 0

0 0 0 −1

−1 0 −1 1

0 1 −1 0

⎤

⎥⎥⎥⎥⎥⎥⎦
, Ar =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1 0 1 0

0 0 0 0

0 0 0 0

0 0 0 0

⎤

⎥⎥⎥⎥⎥⎥⎦
, B =

⎡

⎢⎢⎢⎢⎢⎢⎣

0

1

0

0

⎤

⎥⎥⎥⎥⎥⎥⎦
,

(43)
where r = 1 and h = 2.1. The open-loop system in (43) is
unstable due to its two unstable poles at 0.113±i1.52 [8].
By applying Lemma 1, one can prove that Assumption
1 is fulfilled with

⎧
⎨

⎩
K =

[
14.0879 −4.9747 5.5178 −7.4406

]
,

Kr =
[
−9.6161 −0.3932 7.6597 0.5335

]
.

(44)

According to Lemma 2, the observer-error system (10)
is asymptotically stable if h < h# = 0.3. Since h# < h
and h# < h − r, it is unclear (but unlikely) that the
controllers provided by Theorems 1 and 2 asymptotically
stabilize the system.
We thus need to use the multiple observers based con-

troller (28). Clearly, the inequality (34) is satisfied with
N ≥ 8. For the purpose of comparison, we consider the
following three different cases:

i. N = 8. According to Remark 5, we maximize the
scalar γ to get γmax = 0.03 and the corresponding
Li, i ∈ I[1, 8] are given by

Li =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1.4030 0.1785 −0.0314 0.0686

−0.0548 −1.2665 0.2052 0.8896

0.1533 0.4568 −1.6214 −0.0119

0.2470 −0.3028 0.9960 −1.8794

⎤

⎥⎥⎥⎥⎥⎥⎦
.

ii. N = 9. According to Remark 5, we maximize the
scalar γ to get γmax = 0.06 and the corresponding

Li, i ∈ I[1, 10] are given by

Li =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1.5108 0.2156 −0.0925 0.1081

−0.0579 −1.2975 0.2060 0.9289

0.1431 0.5069 −1.8225 0.0179

0.2696 −0.3068 1.0865 −1.9715

⎤

⎥⎥⎥⎥⎥⎥⎦
.

iii. N = 10. According to Remark 5, we maximize the
scalar γ to get γmax = 0.08 and the corresponding
Li, i ∈ I[1, 10] are given by

Li =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1.5903 0.2434 −0.1540 0.1527

−0.0238 −1.3141 0.2633 0.8442

0.1744 0.5240 −1.9353 0.0334

0.2572 −0.2971 1.0993 −1.9495

⎤

⎥⎥⎥⎥⎥⎥⎦
.

We can also use the multiple observer-predictor based
controller (38) for which the inequality (42) is satisfied
with N ≥ 4. For the purpose of comparison, we consider
the following three different cases:
a. N = 4. According to Remark 5, we maximize the

scalar γ to get γmax = 0.02 and the corresponding
Li, i ∈ I[1, 4] are given by

Li =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1.3624 0.1553 0.0052 0.0375

−0.0908 −1.2795 0.1543 0.9686

0.1261 0.4454 −1.5761 −0.0048

0.2585 −0.3152 0.9961 −1.9288

⎤

⎥⎥⎥⎥⎥⎥⎦
.

b. N = 6. According to Remark 5, we maximize the
scalar γ to get γmax = 0.11 and the corresponding
Li, i ∈ I[1, 6] are given by

Li =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1.7111 0.2768 −0.2159 0.1775

−0.0724 −1.3702 0.1465 1.0598

0.0862 0.5999 −2.2389 0.1021

0.3246 −0.3315 1.3169 −2.1951

⎤

⎥⎥⎥⎥⎥⎥⎦
.

7



Table 1: Computation time for different controllers

Different Controllers Existing Methods Theorem 3 Theorem 4

[37] [38] N = 8 N = 9 N = 10 N = 4 N = 6 N = 9

Computation Time (seconds) 611 26.9 3.5 4.0 4.7 64.6 69.1 81.5

c. N = 9. According to Remark 5, we maximize the
scalar γ to get γmax = 0.16 and the corresponding
Li, i ∈ I[1, 9] are given by

Li =

⎡

⎢⎢⎢⎢⎢⎢⎣

−1.8996 0.3356 −0.3173 0.2949

0.0256 −1.4591 0.4033 0.7312

0.2548 0.6036 −2.3907 0.1707

0.2569 −0.2790 1.2541 −2.0536

⎤

⎥⎥⎥⎥⎥⎥⎦
.

Let the initial conditions be x (θ) = [0.1, 0.1, 0.1, 0.1]T

and x̂ (θ) = [0.1, 0.1, 0.1, 0.1]T , θ ≤ 0. Then the closed-
loop systems controlled by the multiple observers based
controller (28) and themultiple observer-predictor based
controller (38) with different values of N are recorded in
Fig. 1. For the sake of comparison, the state trajectories
of the closed-loop system controlled by the approaches
in [37] and [38] are also recorded in Fig. 1. The computa-
tion time (Dell, AMD A4-5300 @ 3.40GHz) required by
different approaches are recorded in Table 1. From these
figures and table we can observe the following facts.
• For both the multiple observer-based controller (28)
and the multiple observer-predictor based controller
(38), larger N can lead to larger convergence rate of
the closed-loop system, at the cost of a longer compu-
tation time.

• The minimum value of N required by the observ-
er based controller (28) in Theorem 3 is larger than
the one required by the observer-predictor based con-
troller (38) in Theorem 4, namely, the advantage of
Theorem 4 is that it requires less observers than The-
orem 3.

• The convergence rate of the closed-loop system ob-
tained by applying Theorem 3 with N = 10 is com-
parable to that of the closed-loop system obtained by
the method in [38]. The computation time required
by the method of the present work is shorter than the
one of [38].

• Although the convergence rate of the closed-loop sys-
tem controlled by the method proposed in the present
paper is smaller than that in [37], the computation
time required by the method of the present work is sig-
nificantly shorter than that in [37], which shows that
the observer based controllers are easier to implement
than the one in [37].
To summarize, the proposed observer-based controller

and the observer-predictor based controller are respec-
tively easier and safer to implement than those provided
by the approaches proposed in the early works [37] and
[38], and, in some cases, the control performances are
similar.

6 Conclusion

This paper investigated the stabilization of linear sys-
tems with both state and input delays where the input
delay is arbitrarily large yet exactly known. Observer-

predictor based controllers were constructed to predict
the future states so that the input delay can be com-
pensated properly. Necessary and sufficient conditions
guaranteeing the stability of the closed-loop system are
provided in terms of the stability of observer-error sys-
tems, from which one can deduce that the separation
principle holds. Linear matrix inequalities based meth-
ods were also used to design feedback gains and observer
gains so that the closed-loop system is asymptotically
stable. The proposed methods were compared with the
existing results in the literature via a numerical exam-
ple and were found to be more easy to implement than
the existing ones.

Appendix

A1. Proof of Proposition 1

Proof of Item 1: According to [14] (pp. 106-107), the
linear time-delay system (14) is asymptotically stable
for any r ≥ 0 if there exist symmetric matrices P > 0
and Q > 0 such that

⎡

⎣ (A+ L)T P + P (A+ L) +Q PAr

AT
r P −Q

⎤

⎦ < 0.

Let L = −A − lIn, where l > 0 is a scalar to be deter-
mined. Then, for any given P > 0 and Q > 0,

⎡

⎣−2lP +Q PAr

AT
r P −Q

⎤

⎦ < 0,

which is always feasible by choosing l sufficiently large.
Proof of Item 2: Let ∆0 (s) and ∆h (s) denote respec-

tively the characteristic quasi-polynomial of system (14)
and system (10), namely,

∆0 (s) = det
(
sIn − (A+ L)−Are

−rs
)
, (45)

and

∆h (s) = det
(
sIn −A− Le−hs −Are

−rs
)
. (46)

It is not hard to rewrite (46) as

∆h (s) = det∆0 (s) det
(
In +∆−1

0 (s)L(1− e−hs)
)
.

If
sup

Re s≥0

∥∥∆−1
0 (s)L(1− e−hs)

∥∥ < 1, (47)

then, for any s satisfying Re s ≥ 0, the matrix In +
∆−1

0 (s)L(1− e−hs) is nonsingular and thus

det
(
In +∆−1

0 (s)L(1− e−hs)
)
̸= 0.

On the other hand, as ∆0(s) = 0 has no unstable roots,
we know that det∆0 (s) ̸= 0 for any s satisfying Re s ≥
0. Therefore, ∆h (s) ̸= 0 for any s satisfying Re s ≥ 0,
namely, ∆h (s) = 0 has no unstable roots. Notice that

sup
Re s≥0

∥∥∆−1
0 (s)L(1− e−hs)

∥∥

≤ sup
Re s≥0

∥∥∆−1
0 (s)Ls

∥∥ sup
Re s≥0

∣∣∣∣
1− e−hs

s

∣∣∣∣ .
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It is easy to see that

det∆0 (s) = p0 (n, s) +
n∑

i=1

pi (n− 1, s) e−irs, (48)

where p0 (n, s) and pi (n− 1, s) are polynomial functions
of s with deg (p0 (n, s)) = n and deg (pi (n− 1, s)) ≤
n − 1, i ∈ I[1, n]. Note that ∆−1

0 (s) = ∆∗
0(s)

det∆0(s)
, where

∆∗
0 (s) = [∆ij

0 (s)] is the adjoint matrix of ∆0 (s) with

deg
(
∆ij

0 (s)
)
≤ n − 1, i, j ∈ I[1, n]. Hence, there exists

a constant C(L) such that

sup
Re s≥0

∥∥∆−1
0 (s)Ls

∥∥ ≤ C(L). (49)

Now, let us prove that

sup
Re s≥0

∣∣∣∣
1− e−s

s

∣∣∣∣ ≤ 1. (50)

Let s = α+ iβ,α ≥ 0. Then

sup
Re s≥0

∣∣∣∣
1− e−s

s

∣∣∣∣ = sup
α≥0

∣∣∣∣
1 + e−2α − 2e−α cosβ

α2 + β2

∣∣∣∣

1
2

. (51)

Hence, (50) is satisfied if and only if

1 + e−2α ≤ f (β) , (52)

where f (β) = 2e−α cosβ+α2+β2. Since f (β) is an even
function and is monotonously increasing for β ∈ [0,∞),
inequality (52) holds true for any real number α ≥ 0 if
1 + e−2α ≤ f (0) = 2e−α + α2, or equivalently eα − 1 ≤
eαα. This inequality is true since eα − 1 =

∫ α
0 e(s)ds ≤

eαα.
By using inequality (50) we have

sup
Re s≥0

∣∣∣∣
1− e−hs

s

∣∣∣∣ = h sup
Re s≥0

∣∣∣∣
1− e−s

s

∣∣∣∣ ≤ h. (53)

Thus, according to (49) and (53), inequality (47) is
satisfied if h < 1

C . Consequently, any positive number
h∗ (L) < 1

C is such that (10) is asymptotically stable for
all h ∈ [0, h∗(L)]. This concludes the proof.

A2. Proof of Lemma 2

The proof is similar to that given in [13]. We choose
the following Lyapunov-Krasovskii functional

V (et) = eT (t)Pe (t) +

∫ t

t−h
eT (s)Qe (s) ds

+

∫ t

t−r
eT (s)Ze (s) ds+

∫ t

t−h

∫ t

s
ėT (τ)Rė (τ) dτds

+

∫ t

t−r

∫ t

s
ėT (τ)Sė (τ) dτds,

whose time-derivative can be evaluated as

V̇ (et) =2eT (t)P ė (t) + eT (t)Qe (t) + eT (t)Ze (t)

− eT (t− h)Qe (t− h)− eT (t− r)Ze (t− r)

+ hėT (t)Rė (t)−
∫ t

t−h
ėT (s)Rė (s) ds

+ rėT (t)Sė (t)−
∫ t

t−r
ėT (s)Sė (s) ds. (54)

Applying the Jensen Inequality [11], we can obtain

−
∫ t

t−h
ėT (s)Rė (s) ds ≤ −yT (t)

R

h
y (t) , (55)

and

−
∫ t

t−r
ėT (s)Sė (s) ds ≤ −zT (t)

S

r
z (t) , (56)

where

y (t) =

∫ t

t−h
ė (s) ds = e (t)− e (t− h) , (57)

and

z (t) =

∫ t

t−r
ė (s) ds = e (t)− e (t− r) . (58)

According to (55) and (56), equation (54) can be rewrit-
ten as

V̇ (et) ≤ ηT (t)Ω (h, r) η (t) , (59)

where

η (t) = [ėT (t) , eT (t) , eT (t− r) , eT (t− h) , yT (t) , zT (t)]T,

and

Ω (h, r) =

⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

hR+ rS P 0 0 0 0

∗ Q+ Z 0 0 0 0

∗ ∗ −Z 0 0 0

∗ ∗ ∗ −Q 0 0

∗ ∗ ∗ ∗ −R
h 0

∗ ∗ ∗ ∗ ∗ −S
r

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

. (60)

Moreover, it follows from (10), (57) and (58) that
Πη (t) = 0 with

Π =

⎡

⎢⎢⎢⎣

In −A −Ar −L 0 0

0 −In 0 In In 0

0 −In In 0 0 In

⎤

⎥⎥⎥⎦
. (61)

Therefore, system (10) is asymptotically stable if,
for all η (t) ̸= 0 such that Πη (t) = 0, there holds
ηT (t)Ω (h, r) η (t) < 0. It then follows from the Finsler
Lemma [28] that this is equivalent to

(
Π⊥)T Ω (h, r)Π⊥ < 0, (62)

where Π⊥ is a right orthogonal complement of Π, and is
given by

Π⊥ =

⎡

⎢⎢⎢⎣

−AT
r 0 −In 0 0 In

AT In 0 0 In In

LT 0 0 In −In 0

⎤

⎥⎥⎥⎦

T

. (63)

Furthermore, applying a Schur complement, (62) is e-
quivalent to

⎡

⎢⎢⎢⎣

−Z −AT
r P 0

∗ PA+ATP +Q+ Z PL

∗ ∗ −Q

⎤

⎥⎥⎥⎦

+ hΠT
1 RΠ1 + rΠT

1 RΠ1 −
1

h
ΠT

2 RΠ2 −
1

r
ΠT

3 SΠ3

<0, (64)

where Π1 = [Ar,−A,−L], Π2 = [0, In,−In], and Π3 =
[In, In, 0] . Since R > 0 and S > 0, we have Ω (h, r) ≤
Ω (h∗, r) for all h satisfying 0 < h ≤ h∗. By applying
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a Schur complement again with h = h∗, inequality (64)
becomes⎡

⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

Ω1 Ω4 0 h∗AT
r R rAT

r S

∗ Ω5 PL+R −h∗ATR −rATS

∗ ∗ −Q−R −h∗LTR −rLTS

∗ ∗ ∗ −R 0

∗ ∗ ∗ ∗ −S

⎤

⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

< 0, (65)

whereΩ1 = −Z−S,Ω4 = −AT
r P−S,Ω5 = AP+PAT+

Q + Z − S − R. Multiplying both sides of (65) on the
left and on the right by diag{P−1, P−1, P−1, R−1, S−1}
and its transpose, respectively, gives (15), where we have
used the substitutions P−1ZP−1 → Z,P−1QP−1 →
Q,P−1 → P, P−1RP−1 → R,P−1SP−1 → S and the
notation U = LP. The proof is finished.
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