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Abstract

We prove extensions of Razumikhin’s theorem for time-varying continuous and discrete time nonlinear systems. Our results include
a novel ‘strictification’ technique for converting a nonstrict Lyapunov function into a strict one. We also provide new constructions
of Lyapunov-Krasovskii functionals that can be used to prove robustness to perturbations. Our examples include a key model from
identification theory, and they show how our method can sometimes allow broader classes of delays than the results in the literature.
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1 Introduction

Input delays are ubiquitous in engineering, where they can
model time consuming information gathering or latencies;
see Bekiaris-Liberis and Krstic (2013a), Bekiaris-Liberis
and Krstic (2013b), Dieulot and Richard (2001), Downey et
al. (2016), Gu et al. (2003), Gu and Niculescu (2003), Mar-
quez et al. (2015), Mazenc and Niculescu (2011), Mondié
and Michiels (2003), and Petit et al. (1998). However, such
systems are usually too complicated to be covered by stan-
dard methods for undelayed systems; see Richard (2003).
Hence, this note builds on our research (begun in Mazenc
and Malisoff (2015b), Mazenc et al. (2014), and Mazenc et
al. (2015)) on novel methods to prove important stability
properties for time delayed systems.

Since the flow map for a nonlinear system usually can-
not be written in explicit closed form, it is natural to use
indirect Lyapunov approaches to prove stability for un-
delayed systems. Lyapunov functions provide a general-
ized notion of energy in dynamical systems, so the decay
of a Lyapunov function often implies asymptotic conver-
gence of solutions towards an equilibrium. Classical Lya-
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punov function approaches require that the time derivative
of the Lyapunov function be nonpositive along all solu-
tions, which can sometimes be a demanding condition, es-
pecially for time-varying or time delay systems. While clas-
sical Lyapunov functions are suited for proving stability of
systems without delays, one often replaces Lyapunov func-
tions by Lyapunov-Krasovskii or Razumikhin functions to
help solve stability problems for delayed systems; see Frid-
man and Niculescu (2008). In particular, if we consider
the dynamics for the extended state q(t) = (q1(t), q2(t)) =
(x(t), x(t−τ)) of a system ẋ(t) = f(t, x(t), x(t−τ)) with a
constant delay τ , then we obtain q̇2(t) = f(t− τ, q(t− τ)),
so we cannot eliminate the delay from the system by sim-
ply considering the dynamics for the extended state q(t).

As noted in Mazenc et al. (2014) and Zhou (2014), time-
varying systems with delay are important, e.g., for track-
ing problems. The works Bresch-Pietri and Petit (2014),
Mazenc and Malisoff (2015a), and Mazenc et al. (2015)
are significant, in part because they use Lyapunov func-
tionals to prove stability but allow the time derivatives of
the functionals to take positive values along trajectories.
For delayed systems, one often builds Lyapunov-Krasovskii
functionals by adding together (a) a Lyapunov function
for the corresponding undelayed system and (b) an inte-
gral involving the delay, whose integrand is a function of
the state; see Mazenc et al. (2008). Applying Razumikhin’s
theorem does not generally involve such integral terms;
see Gu et al. (2003), Hale and Verduyn-Lunel (1993), and
(Zhou, 2014, Theorem B.2). Razumikhin’s approach is use-
ful under time-varying delays. Our work Mazenc and Mal-
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isoff (2015a) pursues a different approach, involving nei-
ther Krasovskii nor Razumikhin functionals.

This paper extends Razumikhin’s theorem for time-varying
systems. We extend the strictification technique, developed
in Malisoff and Mazenc (2009). Our first result does not
use periodicity. However, due to the importance of peri-
odic systems, we later present a simpler result in the peri-
odic case. We obtain less conservative stability conditions
than those in Mazenc et al. (2015). We also provide new
constructions for input-to-state stable (or ISS) Lyapunov-
Krasovskii functionals for continuous time delay systems;
see, e.g., , Pepe and Jiang (2006) and Pepe et al. (2008) for
ISS Lyapunov-Krasovskii functionals and analogs for dis-
crete time systems with delay, which are important for dis-
cretization and sampling (as explained, e.g., in Astrom and
Wittenmark (1996), Karafyllis and Krstic (2012) and Mon-
tagner et al. (2005)). See, e.g., Cloosterman et al. (2007)
for motivation for discrete time systems, using networked
systems that are inspired by communication networks.

Our four examples below demonstrate the value of our the-
ory. In Section 6.5, we illustrate our findings in a model
from identification theory with a time-varying delay, build-
ing on our treatment of this dynamics in Mazenc et al.
(2008) where the delays were constant. The preliminary
version of this paper is Mazenc and Malisoff (2016), which
did not include our ISS Lyapunov-Krasovskii functional
constructions, nor did it cover discrete time systems. Also,
the present paper includes three illustrations that were not
in Mazenc and Malisoff (2016).

2 Definitions and Notation

Throughout this work, all dimensions are arbitrary, unless
indicated otherwise. The usual Euclidean norm, and its
induced matrix norm, are denoted by | · |, and | · |I denotes
the (essential) supremum over any interval I ⊆ R. Let C1

be the set of all continuously differentiable functions, whose
domains and ranges will be clear from the context. For
each constant delay bound τ , let C([−τ, 0],Rn) be the set
of all continuous Rn-valued functions that are defined on
[−τ, 0], which we denote by Cin and call the set of all initial
functions. For each continuous function ϕ : [−τ,∞)→ Rn
and t ≥ 0, set ϕt(m) = ϕ(t + m) for all m ∈ [−τ, 0]. A
locally bounded function φ defined on an interval I ⊆ R is
called piecewise continuous provided that for each bounded
set S ⊆ I, the restriction of φ to S has only finitely many
points where it is discontinuous (which includes continuous
functions as a special case). When we say that a function φ
defined on [0,∞)×Rn is differentiable on ([0,∞)×Rn)\{0},
we view its partial derivative φt(0, x) with respect to its
first argument as a right derivative at 0 for each x 6= 0.

Let K denote the set of all strictly increasing continuous
functions α : [0,∞) → [0,∞) such that α(0) = 0, and
K∞ denote the set of all unbounded class K functions.
A function F : [0,∞) × Cin → Rn is called uniformly
bounded with respect to its first argument provided that
there are a function α ∈ K∞ and a constant c̄ > 0 such that

|F (t, φ)| ≤ c̄+ α(|φ|[−τ,0]) holds for all t ≥ 0 and φ ∈ Cin;
it is called Lipschitz continuous with respect to its second
argument provided that there is a function α ∈ K∞ such
that for each constant K̄ > 0, we have

|F (t, φ)− F (t, ψ)| ≤ α(K̄)|φ− ψ|[−τ,0] (1)

for all t ≥ 0 and for all φ and ψ in Cin such that
max{|φ|[−τ,0], |ψ|[−τ,0]} ≤ K̄. Also, we use the standard
definitions of input-to-stability (or ISS, which we also use
to abbreviate input-to-state stable) and ISS Lyapunov-
Krasovskii functionals; see Zhou (2014) for their standard
formulations for delay systems. Finally, for each s ∈ R, we
let Floor(s) denote the largest integer J such that J ≤ s.

3 General Result for Continuous Time Unper-
turbed Systems

3.1 Statement of Result

We consider a nonlinear time-varying system

ẋ = F (t, xt) (2)

whose (possibly time-varying) delay is bounded by some
constant τ , having initial conditions in Cin (but see below
for analogs for systems with perturbations). While stated
for systems with state delays, our results apply to systems
with input delays as well, by viewing (2) as a closed loop
system, with F (t, xt) = G(t, xt, u(xt)) for an open loop dy-
namics ẋ(t) = G(t, xt, u) and a control u(xt). We assume:

Assumption 1 The function F is uniformly bounded with
respect to its first argument and Lipschitz continuous with
respect to its second argument. Also, there exist a function
V : [0,∞)×Rn → [0,∞) and functions α1 and α2 of class
K∞ such that

α1(|x|) ≤ V (t, x) ≤ α2(|x|) (3)

hold for all (t, x) ∈ [0,∞) × Rn and such that there are
bounded piecewise continuous functions a : R → R and
b : R→ [0,∞) such that

d
dtV (t, x(t)) ≤ a(t)V (t, x(t)) + b(t) sup

`∈[t−τ,t]
V (`, x(`)) (4)

holds along all trajectories of (2). �

Assumption 2 There are a positive constant β and a
bounded piecewise continuous function ε : R→ R such that

µ(t) = a(t) + b(t), (5)

with the choices of a and b from Assumption 1, satisfies∣∣∣∫ t0 (ε(`) + µ(`))d`
∣∣∣ ≤ β (6)

for all t ≥ 0. Moreover, the function

κ(t) = sup
`∈[t−τ,t]

∫ t
`
(−ε(s)− µ(s))ds (7)

admits a constant $ > 0 such that

sup
t≥0

[(
eκ(t) − 1

)
b(t)− ε(t)

]
≤ −$ (8)

holds. �
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See below for interesting applications where we can easily
check the preceding assumptions. We prove:

Theorem 1 If Assumptions 1-2 hold, then (2) is globally
uniformly asymptotically stable at the origin. �

Remark 1 To better understand the significance of the
preceding theorem, consider the special case where there is
a constant µ > 0 such that the function (5) satisfies

µ(t) ≤ −µ for all t ≥ 0 , (9)

and let b̄ > 0 be any constant bound for b. Choose any
constant q ∈

(
1, 1 + µ/(2b)

)
. Then, for all t ≥ 0,

a(t) + qb(t) = µ(t) + (q − 1)b(t) ≤ −µ/2. (10)

Hence, if qV (t, x(t)) ≥ sup`∈[t−τ,t] V (`, x(`)) for some t ≥
0, then the nonnegativity of V and b and (4) imply that

d
dt (V (t, x(t))) ≤ a(t)V (t, x(t)) + b(t)qV (t, x(t))

≤ −(µ/2)V (t, x(t))
(11)

are satisfied. Then Razumikhin’s theorem ensures the global
uniform asymptotic stability of the origin of (2). However,
our objective is precisely to establish stability results in cases
where (9) may not be satisfied. Our assumptions allow the
function a to take positive and negative values. See Section 6
for an analysis in the special case of periodic systems, which
further explains the motivation for Assumption 2. While
our decay estimate (4) is reminiscent of (A.1) in (Mazenc
et al., 2015, Lemma A.1), a valuable feature of Theorem 1
is that it does not require the contractiveness assumption
that was made in (Mazenc et al., 2015, Lemma A.1).

3.2 Proof of Theorem 1

Throughout the sequel, all inequalities and equalities are
for all t ≥ 0 and along all solutions of (2), unless otherwise
indicated. Assumption 1 ensures the standard existence
and uniqueness properties for solutions of (2). Let ā > 0,
b̄ > 0, and ε̄ > 0 be any constant bounds for |a(t)|, b(t),
and |ε(t)|, respectively. We define

θ(t) = exp
(
−
∫ t

0
(ε(s) + µ(s))ds

)
and

U(t, x) = θ(t)V (t, x) .
(12)

Then for all ` ∈ [t− τ, t], we have

θ(t)
θ(`) ≤ e

κ(t). (13)

Also, (4)-(5) give

d
dt (U(t, x(t))) = θ̇(t)V (t, x(t)) + θ(t) ddt (V (t, x(t)))

≤ − (ε(t) + µ(t))U(t, x(t))

+ a(t)U(t, x(t))

+ θ(t)b(t) sup
`∈[t−τ,t]

V (`, x(`))

= (−ε(t)− b(t))U(t, x(t))

+ b(t) sup
`∈[t−τ,t]

θ(t)V (`, x(`)).

It follows from (13) that

d
dt (U(t, x(t))) ≤ −(ε(t) + b(t))U(t, x(t))

+ b(t) sup
`∈[t−τ,t]

θ(t)
θ(`)

× sup
`∈[t−τ,t]

U(`, x(`))

≤ −(ε(t) + b(t))U(t, x(t))

+ eκ(t)b(t) sup
`∈[t−τ,t]

U(`, x(`)).

(14)

Also, we can use the nonnegativity of b to get

eκ(t)b(t) ≤ exp
(∫ t

t−τ |ε(s) + µ(s)|ds
)
b(t)

≤ eτ(ε+a+b)b.
(15)

On the other hand, for all r > 0 such that reτ(ε+a+b)b ≤ $
2 ,

we can use (15) to check that

reκ(t)b(t) ≤ $

2
. (16)

Also, (8) ensures that for all t ≥ 0, we have(
eκ(t) − 1

)
b(t)− ε(t) ≤ −$ . (17)

From (16) and (17), it follows that for all t ≥ 0, we have(
eκ(t) − 1

)
b(t) + reκ(t)b(t)− ε(t) ≤ −$

2
. (18)

Set q = 1+r. Then grouping terms gives
(
qeκ(t) − 1

)
b(t)−

ε(t) ≤ −$2 .

Next note that when

qU(t, x(t)) ≥ sup
`∈[t−τ,t]

U(`, x(`)),

the second inequality in (14) gives

d
dt (U(t, x(t)) ≤ −(ε(t) + b(t))U(t, x(t))

+ eκ(t)b(t)qU(t, x(t))

≤ −$2 U(t, x(t)).

(19)

Also, (6) and Assumption 1 give

e−βα1(|x|) ≤ U(t, x) ≤ eβα2(|x|). (20)

The theorem now follows from the classical Razumikhin
theorem, by combining (19)-(20).

4 ISS Lyapunov-Krasovskii Functionals

Before turning to our discrete time results, we present
new constructions for ISS Lyapunov-Krasovskii function-
als, which are useful tools for the stability analysis of non-
linear systems with delays or for the design of control
laws; see the examples section below. In particular, ISS
Lyapunov-Krasovskii functionals make it possible to prove
that a system possesses the ISS robustness property, and
are useful when one aims to establish local asymptotic re-
sults or find estimates of basins of attraction. For simplic-
ity, the strictification results in this section assume that we
have time-varying systems with constant pointwise and dis-
tributed delays, but we can also cover time-varying delays

3



as discussed in the preceding sections. It is important to
study systems with distributed delays because frequently
systems with pointwise delays are transformed into systems
with distributed delays to ease the analysis. Throughout
this section, we study nonlinear time-varying systems

ẋ = F (t, xt, ξ(t)) (21)

with delays and initial conditions in Cin, where τ ≥ 0 is an
upper bound on the delays, ξ : [0,∞)→ Rp is a piecewise
continuous disturbance, and F is a continuous function
that is locally Lipschitz with respect to its xt argument.
In addition, we assume throughout this section that the
following holds:

Assumption 3 There is a function K of class K such that

|F (t, φ, ξ)| ≤ K (|φ|∞ + |ξ|) (22)

holds for all t ≥ 0, φ ∈ Cin, and ξ ∈ Rp.

In Section 4.1, we provide a general Lyapunov-Krasovskii
functional construction that uses a suitable nonstrict
Lyapunov-like function. Then in Section 4.2, we provide
an alternative construction that leads to a large class of
systems for which the assumptions from Section 4.1 hold.

4.1 Construction of Lyapunov-Krasovskii Functional in
General Case

We provide our general construction under the following
assumption, where we use V̇ (t) to mean (d/dt)V (t, x(t)) to
make our notation concise:

Assumption 4 There exist a continuous functional V :
[−τ,∞)×Cin → [0,∞); functions α1 and α2 of class K∞;
a continuous nondecreasing function β : [0,∞) → [0,∞);
a function γ ∈ K; positive constants µB, δ, and T ; and a
continuous function µ : R→ [−µB , µB ] such that

α1(|φ(0)|) ≤ V (t, φ) ≤ α2(|φ|∞) (23)

holds for all t ≥ 0 and φ ∈ Cin, such that

V̇ (t) ≤ µ(t)V (t, xt)+β(V (t, xt))V
2(t, xt)+γ(|ξ(t)|) (24)

holds along all trajectories of the system (21), and such that

1

T

∫ t

t−T
µ(m)dm ≤ −δ (25)

holds for all t ∈ R.

Assumption 4 is significantly weaker than the usual re-
quirement that µ must have a negative constant upper
bound. In fact, (25) says that −µ is a persistency of excita-
tion parameter, but the existing literature on persistence
of excitation did not solve the challenging problem of con-
structing Lyapunov-Krasovskii functionals that we solve
in this section. Condition (25) says that µ is negative in a
suitable averaged sense, and includes functions such as

µ(m) = −max{0, sin(2πt/T )}
and many other cases where µ can be zero throughout
intervals of any positive length L. We prove the following
result (but see Remark 2 for local ISS results for cases

where β is not necessarily zero):

Theorem 2 Let the system (21) satisfy Assumptions 3-
4. If β(m) = 0 for all m ≥ 0, then (21) admits the ISS
Lyapunov-Krasovskii functional

W(t, φ) = e
− 1
T

∫ t
t−T

∫ t
`
µ(m)dmd`

V (t, φ) (26)

and therefore is ISS with respect to ξ.

Proof: In the sequel, all inequalities and equalities should
be understood to hold along all trajectories of (21) and all
t ≥ 0, and we use the notation

Ẇ(t) =
d

dt
W(t, xt)

as we did for V . Since we are assuming that β is identically
equal to zero, we can use (24)-(25) to obtain

Ẇ(t) = e
− 1
T

∫ t
t−T

∫ t
`
µ(m)dmd`

V̇ (t)

+
[
−µ(t) + 1

T

∫ t
t−T µ(m)dm

]
W(t, xt)

≤ e
− 1
T

∫ t
t−T

∫ t
`
µ(m)dmd`

γ(|ξ(t)|)

+ 1
T

∫ t
t−T µ(m)dmW(t, xt)

≤ −δW(t, xt)

+ e
− 1
T

∫ t
t−T

∫ t
`
µ(m)dmd`

γ(|ξ(t)|).

(27)

Since |µ| is bounded by µB , it follows that

Ẇ(t) ≤ −δW(t, xt) + e
T
2 µBγ(|ξ(t)|) (28)

holds for all t ≥ 0, and (23) gives

e−
T
2 µBα1(|φ(0)|) ≤ e−T2 µBV (t, φ) ≤ W(t, φ)

≤ eT2 µBV (t, φ) ≤ eT2 µBα2(|φ|∞)
(29)

for all t ≥ 0 and φ ∈ Cin. Conditions (28)-(29) imply that
W is an ISS Lyapunov-Krasovskii functional for (21). This
proves the theorem. �

Remark 2 When β is present, we can prove local ISS re-
sults, as follows. Using (24) and the equality in (27), we
deduce that

Ẇ(t) ≤ −δW(t, xt) + e
T
2 µBγ(|ξ(t)|)

+ e
− 1
T

∫ t
t−T

∫ t
`
µ(m)dmd`

β(V (t, xt))V
2(t, xt) .

(30)

Since |µ| is bounded by our constant µB and β is nonde-
creasing and V (t, xt) ≤ eTµB/2W(t, xt) holds for all t, we
have

Ẇ(t) ≤
[
−δ + e

3T
2 µBβ

(
e
T
2 µBW(t, xt)

)
W(t, xt)

]
×W(t, xt) + e

T
2 µBγ(|ξ(t)|).

(31)

Since γ ∈ K, we can then choose a small enough constant
WB > 0 and then a small enough constant ξB > 0 such that[

−δ + e
3T
2 µBβ

(
e
T
2 µBWB

)
WB

]
WB

+e
T
2 µBγ(ξB) < 0

(32)
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is satisfied. We now show that the ISS property is satisfied
for all perturbations ξ that are bounded in the supremum
norm by ξB and all initial functions φ ∈ Cin such that

W(t, φ) ≤ WB for all t ≥ 0. (33)

(Notice that (33) holds if |φ|∞ ≤ α−1
2 (exp(−TµB/2)WB),

by (29), where | · |∞ is the usual supremum norm.)

To this end, we first observe that if the initial function φ
satisfies (33), then (31) implies that

Ẇ(0) ≤
[
−δ + e

3T
2 µBβ

(
e
T
2 µBWB

)
WB

]
WB

+ e
T
2 µBγ(ξB) .

(34)

From (32), it follows that Ẇ(0) < 0. By continuity of
W(t, xt), we deduce that there is t1 > 0 such thatW(t, xt) <
WB holds for all t ∈ (0, t1]. Now we proceed by contradic-
tion. Suppose that there were a t2 > t1 such thatW(t, xt) <
WB for all t ∈ [t1, t2) and W(t2, xt2) =WB. Then

Ẇ(t2) ≤
[
−δ + e

3T
2 µBβ

(
e
T
2 µBWB

)
WB

]
WB

+ e
T
2 µBγ(ξB) < 0 .

(35)

Therefore there is t3 ∈ (t1, t2) such that W(t3, xt3) >
W(t2, xt2) =WB. This yields a contradiction.

It follows from (31) that for all t ≥ 0, we have

Ẇ(t) ≤ −λ̄W(t, xt) + e
T
2 µBγ(|ξ(t)|), where

λ̄ = δ − e 3T
2 µBβ

(
e
T
2 µBWB

)
WB .

(36)

Notice for later use that (32) implies that λ̄ > 0. By inte-
grating (36) on any interval [t0, t], and using (29), we ob-
tain the ISS inequality

|x(t)| ≤ α−1
1

(
2e−λ̄(t−t0)eTµBα2(|xt0 |∞)

)
+α−1

1

(
2eTµB

λ̄
sup
`∈[t0,t]

γ(|ξ(`)|)

)
,

(37)

where we also used the fact that the function α−1
1 ∈ K∞

satisfies α−1
1 (a+ b) ≤ α−1

1 (2a) +α−1
1 (2b) for all a ≥ 0 and

b ≥ 0. This proves the local ISS result.

4.2 System with Pointwise and Distributed Delays

Theorem 2 requires a function V that satisfies Assumption
4. In this section, we study the system (21) under assump-
tions which are frequently met in practice and again show
how Lyapunov-Krasovskii functionals can be constructed.
Our first assumption is:

Assumption 5 There are a constant η > 0, a piecewiseC1

Lyapunov function V : [−max{τ, η},∞) × Rn → [0,∞),
functions α1 and α2 of class K∞, a function γ ∈ K, a
constant ω ∈ [0, η], a bounded continuous function a : R→
R, and bounded continuous functions b : R → [0,∞) and
c : R2 → [0,∞) such that

α1(|x)|) ≤ V(t, x) ≤ α2(|x|) (38)

holds for all t ≥ 0 and x ∈ Rn and such that along all

trajectories of the system (21), we have

V̇(t) ≤ a(t)V(t, x(t)) + b(t)V(t− τ, x(t− τ))

+
∫ t−ω
t−η c(m, t)V(m,x(m))dm+ γ(|ξ(t)|)

(39)

almost everywhere.

In terms of the functions from Assumption 5, we then set

h(t) =

e
−
∫ t+τ
t

a(`)d`
b(t+ τ) +

∫ t+η
t+ω

e
−
∫ s
t
a(`)d`

c(t, s)ds
(40)

and add this assumption:

Assumption 6 There are constants T > 0 and δ > 0 such
that

1
T

∫ t
t−T [a(m) + h(m)]dm ≤ −δ (41)

holds for all t ≥ 0.

Condition (39) implies (4) from Assumption 1 when the
perturbation ξ is the zero function, so (39) is more restric-
tive than (4). However the functions b and c in (39) will
be useful for building a Lyapunov-Krasovskii functional;
see (47). Hence, this section adds considerable value, as
compared with Section 3. To build our Lyapuov-Krasovskii
functional for (21), we introduce the function

q(m) =

∫ m−ω

m−η
e

∫ m
s+η

λ(`)d`
c(m− ω, s+ η)ds (42)

and the operators

Γ1(t, xt) =

∫ t

t−τ
e

∫ t
m+τ

λ(`)d`
b(m+τ)V(m,x(m))dm, (43)

Γ2(t, xt) =∫ t

t−ω
e

∫ t
m+ω

λ(`)d`
q(m+ ω)V(m,x(m))dm, and

(44)

Γ3(t, xt) =

∫ t−ω

t−η
e

∫ t
m+η

λ(`)d`G(t, ω,m)dm, (45)

where λ = a+ h and

G(t, ω,m) =
∫ t−ω
m

c(s,m+ η)V(s, x(s))ds. (46)

We prove the following result (but see Remark 3 for local
versions under weaker conditions, and generalizations with
several types of delays, and see below for illustrations):

Corollary 1 Let the system (21) satisfy Assumptions 3
and 5-6. Then the system is ISS with respect to ξ, and

W(t, xt) = e
− 1
T

∫ t
t−T

∫ t
`
λ(m)dmd`U(t, xt)

with the choice U(t, xt) =

V(t, x(t)) + Γ1(t, xt) + Γ2(t, xt) + Γ3(t, xt)

(47)

is an ISS Lyapunov-Krasovskii functional for (21).

Proof: Throughout the proof, we let the function ξ be equal
to zero. The general case follows by adding γ(|ξ(t)|) to the
right sides of the relevant inequalities in the rest of the
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proof. First note that

Γ̇1(t) = λ(t)Γ1(t, xt) + e

∫ t
t+τ

λ(`)d`
b(t+ τ)V(t, x(t))

− b(t)V(t− τ, x(t− τ)) ,

Γ̇2(t) = λ(t)Γ2(t, xt) + e

∫ t
t+ω

λ(`)d`
q(t+ ω)V(t, x(t))

− q(t)V(t− ω, x(t− ω))

and

Γ̇3(t) = λ(t)Γ3(t, xt)−
∫ t−ω
t−η c(s, t)V(s, x(s))ds

+
∫ t−ω
t−η e

∫ t
m+η

λ(`)d`
c(t− ω,m+ η)V(t− ω, x(t− ω))dm

= λ(t)Γ3(t, xt)−
∫ t−ω
t−η c(s, t)V(s, x(s))ds

+q(t)V(t− ω, x(t− ω))

hold along all trajectories of the system. Using Assumption
5 and summing the right sides of the preceding equalities
for the Γ̇i’s for i = 1, 2, 3 and then combining terms, it
follows that the derivative of U along all trajectories of (21)
satisfies

U̇(t) ≤ a(t)V(t, x(t)) + b(t)V(t− τ, x(t− τ))

+
∫ t−ω
t−η c(m, t)V(m,x(m))dm

+ Γ̇1(t) + Γ̇2(t) + Γ̇3(t)

=

[
a(t) + e

∫ t
t+τ

λ(`)d`
b(t+ τ)

+e

∫ t
t+ω

λ(`)d`
q(t+ ω)

]
V(t, x(t))

+λ(t)[Γ1(t, xt) + Γ2(t, xt) + Γ3(t, xt)] .

(48)

We now use the functions

b∗(t) = e
−
∫ t+τ
t

a(`)d`
b(t+ τ) and

c∗(t, s) = e

∫ t
s+η

a(`)d`
c(t, s+ η).

(49)

Since b and c are nonnegative valued, it follows that b∗
and c∗ are nonnegative valued. Also, since λ = a + h, the
estimates (48) give

U̇(t) ≤ a(t)U(t, xt) +

[
e

∫ t
t+τ

(a(`)+h(`))d`
b(t+ τ)

+e

∫ t
t+ω

(a(`)+h(`))d`
q(t+ ω)

]
V(t, x(t))

+h(t)[Γ1(t, xt) + Γ2(t, xt) + Γ3(t, xt)].

(50)

Using the definitions of q, b∗, and c∗, we get

U̇(t) ≤ a(t)U(t, xt) +

[
e
−
∫ t+τ
t

h(`)d`
b∗(t)

+
∫ t
t+ω−η e

−
∫ s+η
t

h(`)d`
c∗(t, s)ds

]
V(t, x(t))

+h(t)[Γ1(t, xt) + Γ2(t, xt) + Γ3(t, xt)]

and

h(t) = b∗(t) +

∫ t

t+ω−η
c∗(t, s)ds . (51)

Since h is nonnegative valued, we get

e
−
∫ t+τ
t

h(`)d`
b∗(t) +

∫ t
t+ω−η e

−
∫ s+η
t

h(`)d`
c∗(t, s)ds

≤ h(t).
(52)

As an immediate consequence, we get

U̇(t) ≤ [a(t) + h(t)]U(t, xt) . (53)

Hence, using Assumption 6 and Theorem 2 with β = 0, we
can conclude. �

Remark 3 We can prove a local result when extra nonlin-
ear terms are present in (39) as we did in Remark 2. We
can also extend Theorem 1 to cases where several pointwise
and distributed delays are present.

4.3 Comparison of Approaches

The purpose of this subsection is to compare the Lyapunov-
Krasovskii functional construction method from the pre-
ceding proof with a possible alternative approach to build-
ing Lyapunov-Krasovskii functionals, and to show why the
alternative approach cannot be used. This will further il-
lustrate the value of our new approaches.

To this end, assume again that (21) satisfies Assumption 3,
and that there are aC1 function V : [−τ,∞)×Rn → [0,∞)
and functions α1 and α2 of class K∞ such that α1(|x|) ≤
V (t, x) ≤ α2(|x|) hold for all t ≥ 0 and x ∈ Rn and such
that along the trajectories of (21) with ξ ≡ 0, we have

V̇ (t) ≤ a(t)V (t, x(t)) + b(t)V (t− τ, x(t− τ)) (54)

where a is a periodic function of some period T > 0, the
function b is bounded and nonnegative valued, and both
a and b are continuous. We also assume that there is a
positive constant ac such that

1

T

∫ T

0

a(m)dm = −ac. (55)

In this context, a first possible approach to establish sta-
bility conditions for (21) consists of the following strictifi-
cation of the function V with respect to a.

We define the function

ν1(t, x) = eR(t)V (t, x), where

R(t) = − 1
T

∫ t
t−T

(∫ t
`
a(m)dm

)
d` .

(56)

Since Ṙ(t) = −a(t)−ac, it follows that the time derivative
of ν1 along all trajectories of (21) satisfies

ν̇1(t) = eR(t)V̇ (t) + Ṙ(t)eR(t)V (t, x(t))

≤
(
a(t) + Ṙ(t)

)
ν1(t, x(t))

+ eR(t)b(t)V (t− τ, x(t− τ))

≤ −acν1(t, x(t))

+ eR(t)−R(t−τ)b(t)ν1(t− τ, x(t− τ)) .

(57)

We deduce from Razumikhin’s theorem that if there is a
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constant sc > 0 such that

−ac + eR(t)−R(t−τ)b(t) ≤ −sc (58)

for all t, then the origin of (21) with ξ ≡ 0 is globally
asymptotically stable.

If we now wish to construct a Lyapunov-Krasovskii func-
tional, then we can proceed as follows. Let

ν2(t, xt) = ν1(t, x(t))+∫ t
t−τ e

R(m+τ)−R(m)b(m+ τ)ν1(m,x(m))dm .
(59)

Then for all t ≥ 2τ , we have

ν̇2(t) ≤
(
−ac + eR(t+τ)−R(t)b(t+ τ)

)
ν1(t, x(t)). (60)

Using the Lyapunov-Krasovskii theorem and (58), one can
deduce from (60) that the system (21) is globally uniformly
asymptotically stable. If τ = 0, then

−ac + eR(t+τ)−R(t)b(t+ τ) = −ac + b(t).

We deduce by continuity that when there are instants t such
that b(t) > ac, global asymptotic stability for arbitrarily
small delay cannot be deduced from (60). By contrast, our
assumptions allow cases where b(t) > ac for some values t,
so our results are less conservative; see the examples below.

5 Discrete Time Versions

In this section, we provide discrete time analogs of some
of the continuous time ideas from the previous sections.
The work in this section builds on the Razumikhin-like
theorems in Elaydi and Zhang (1994) and Zhou (2014), by
developing nonstrict Lyapunov-like decay conditions that
imply exponential convergence properties. Discrete time
analogs of the decay conditions on a continuous time Lya-
punov function involve a sequence of values {V (x(k))}
taken by a nonnegative valued function V along sequences
{x(k)} of state values of a delay system of the form

x(k + 1) = f(k, x(k − τ), ..., x(k)). (61)

Setting Vk = V (x(k)) for all k ∈ N leads to the study of
sequences {Vk} that are not necessarily decreasing in k,
where N = {1, 2, . . .}. Such sequences are the subject of
this section.

Discrete time systems naturally arise from discretizing con-
tinuous time systems in control applications. Moreover,
as in the continuous time case, time-varying discrete time
systems naturally arise from tracking problems and from
linearizing around a reference trajectory, even if the origi-
nal system is time invariant, which is an important moti-
vation for our allowing time-varying systems. To see how
time-varying systems arise from tracking problems in a spe-
cial case, assume that we are given a discrete time system
q(k + 1) = F(q(k)) + u(q(k − τ)) with a control u and a
constant delay τ , and a reference trajectory qr such that
qr(k + 1) = F(qr(k)) for all k that we wish to track. Then
the dynamics of the tracking error x(k) = q(k) − qr(k)
are x(k + 1) = f(k, x(k − τ), x(k)) where f(a, b, c) =
F(c+ qr(a))−F(qr(a)) + u(b+ qr(a− τ)).

5.1 Preliminary Result for Scalar Sequences

To prove our discrete time results, we use:

Lemma 1 Let ξ1, ξ2, . . . be any sequence of positive real
numbers such that there are constants s1 > 0 and s2 ≥ s1

and an integer p ≥ 1 for which (i) ξi ∈ [s1, s2] for all i ≥ 1
and (ii) the constant

σ =

 p+j∏
i=1+j

ξi

 1
p

(62)

is independent of the integer j ≥ 0 and satisfies σ ∈ (0, 1).
Then the sequence ρ1, ρ2, . . . defined by

ρk =

k−1∏
i=1

σ

ξi
(63)

for all k ≥ 2 and ρ1 = 1 satisfies (σ/s2)p+1 ≤ ρk ≤
(σ/s1)p+1 for all k ≥ 1.

Proof: If k is any integer such that k ≥ p + 2, and if we
set ` = Floor((k − 2)/p), then the fact that σ in (62) is
independent of j, and the fact that k−1 ≤ (`+1)p+1, give

ρk =

(
`p∏
i=1

σ

ξi

) k−1∏
i=`p+1

σ

ξi

 =

k−1∏
i=`p+1

σ

ξi
. (64)

The last product in (64) lies in [(σ/s2)p+1, (σ/s1)p+1] be-
cause our assumption that ξi ∈ [s1, s2] for all i implies
that σ ∈ [s1, s2], so σ/s2 ≤ 1 ≤ σ/s1. Since we can
check directly that ρk ∈ [(σ/s2)p+1, (σ/s1)p+1] for all k ∈
{1, 2, . . . , p+ 1}, the lemma follows. �

Before turning to our main result for discrete time cases,
we present a discrete time strictification result, which is of
interest for its own sake and eases the understanding of the
main result.

Proposition 1 Let {ξk} and the constants σ ∈ (0, 1), s1 >
0, and s2 ≥ s1 satisfy the assumptions of Lemma 1, and
{Vk} be a sequence of nonnegative real numbers such that

Vk+1 ≤ ξkVk (65)

holds for all k ≥ 1. Then Vk ≤ (s2/s1)p+1σk−1V1 holds for
all k ≥ 1, so {Vk} is exponentially stable.

Proof: We use the sequenceQk = ρkVk, where {ρk} is from
(63) in Lemma 1. Then the fact that ρk+1/ρk = σ/ξk for
all k ≥ 1 implies that for all k ≥ 1, we obtain

Qk+1 = ρk+1Vk+1 ≤ ρk+1ξkVk =
ρk+1

ρk
ξkQk = σQk (66)

and so also Qk ≤ σk−1Q1. The result now follows from the
positive bounds for {ρk} from Lemma 1. �

Remark 4 The assumptions of Proposition 1 do not imply
that ξk ≤ 1 for all k ∈ N. The proof of Proposition 1 relies
on a strictification approach, and ensures exponential sta-
bility. An alternative proof of the exponential stability con-
clusion consists of observing that since σ ∈ (0, 1) in (62) is
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independent of j, it follows from (65) that for all k ≥ p, we
can choose j = k − p in (62) to get

Vk+1 ≤ ξkVk ≤
∏k
i=k−p+1 ξiVk−p+1

= σpVk−p+1 ≤ σVk−p+1 .
(67)

Hence, for each constant g ∈ {1, ..., p − 1}, the sequence
{Vkp+g} is exponentially stable. We deduce that {Vk} is
exponentially stable. In fact, for all k ≥ p+1, we can choose
` = Floor((k− 1)/p) and use the facts that ξi ≤ s2 for all i
and σ < 1 to get

Vk ≤
∏k−1
i=`p ξiV`p ≤

∏k−1
i=`p ξiσ

`−1Vp ≤(∏k−1
i=`p ξi

)(∏p−1
i=1 ξi

)
σ`−1V1

≤ max
{
s2p

2 , 1
}
σFloor((k−1)/p)−1V1,

by separately considering the cases where s2 ≥ 1 and s2 < 1.

5.2 Main Result for Discrete Time Case

The section provides a discrete-time version of results of
the previous sections. However, it is not a strictified version
of the Razumikhin theorem for discrete time systems but
is an extension of Proposition 1 that allows delays.

Consider a sequence of nonnegative real numbers {Vk} such
that there exist an integer p > 0 and sequences {αk,j} of
nonnegative values for all j ∈ {0, ..., p} such that for all
k > p, the following inequality is satisfied:

Vk+1 ≤
p∑
j=0

αk,jVk−j (68)

For instance, the Vk’s can be the values taken by a Lya-
punov function at discrete times. We define the sequence

αk =

p∑
j=0

αk,j (69)

and make the following two assumptions:

Assumption 7 There are constants a1 > 0 and a2 ≥ a1

such that αk ∈ [a1, a2] holds for all k ∈ N. Also,

α∗ =

 p+j∏
i=1+j

αi

 1
p

(70)

is independent of the integer j ≥ 0 and satisfies α∗ ∈ (0, 1).

Assumption 8 The inequality αp+1
∗ < ap1 is satisfied.

We can then prove this exponential stability result:

Theorem 3 If {Vk} is such that Assumptions 7-8 hold,
then we can find a constant λ̄ ∈ (0, 1) such that

Vk+1 ≤
(
a2

a1

)p+1

λ̄k−p−1 sup
{i=1,...,p+1}

Vi (71)

holds for all k > p.

Proof: We define the sequence λk by

λ1 = 1 and λk =

k−1∏
i=1

α∗
αi

when k > 1 (72)

and the sequence Wk = λkVk. Then for all k > p, we can
use our inequality (68) to get

Wk+1 ≤
p∑
j=0

αk,j
λk+1

λk−j
Wk−j

= λk+1

λk

p∑
j=0

αk,j
λk
λk−j

Wk−j

≤ λk+1

λk

p∑
j=0

αk,j
λk
λk−j

sup
i∈{0,...,p}

Wk−i

≤ λk+1

λk
αk sup

i∈{k−p,...,k}

λk
λi

sup
i∈{k−p,...,k}

Wi .

(73)

From (72), it follows that for all k > p, we have

Wk+1 ≤ α∗
αk
αk sup

i∈{k−p,...,k}

λk
λi

sup
i∈{k−p,...,k}

Wi

= α∗max

{
sup

i∈{k−p,...,k−1}

k−1∏
m=i

α∗
αm

, 1

}
sup

i∈{k−p,...,k}
Wi .

Using the lower bound a1 for the sequence αm, we obtain

Wk+1 ≤
[
α∗max

{
1,

(
α∗
a1

)p}]
sup

i∈{k−p,...,k}
Wi, (74)

by separately considering the cases α∗ ≤ a1 and α∗ > a1.
Let λ̄ be the quantity in squared brackets in (74). Then
Assumptions 7-8 imply that λ̄ ∈ (0, 1), and (74) gives

Wk+1 ≤ λ̄k−p−1 sup{i=1,...,p+1}Wi. (75)

If we now apply Lemma 1 with the choices ξi = ᾱi, s1 = a1,
s2 = a2, and σ = α∗, then we get(

α∗
a2

)p+1

≤ λi ≤
(
α∗
a1

)p+1

for all i, so the desired decay estimate (71) follows from
our formula Wk = λkVk for the Wk’s. �

6 Periodic Case

6.1 Statement of Result for Periodic Case

We now consider key cases where the following holds:

Assumption 9 Assumption 1 holds, and there is a con-
stant T > 0 such that a and b have period T . Also, there
exists a bounded piecewise continuous function ε : R → R
that is periodic of period T and that satisfies∫ T

0
[ε(m) + a(m) + b(m)]dm = 0 (76)

and is such that the function κ defined in (7) is such that

sup
t∈[0,T ]

[(
eκ(t) − 1

)
b(t)− ε(t)

]
< 0 (77)

is satisfied. �
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In Section 6.3, we prove:

Corollary 2 Let (2) satisfy Assumption 9. Then the origin
of (2) is globally uniformly asymptotically stable. �

6.2 Discussion of Corollary 2

Assumption 9 is often satisfied. For instance, consider the
case where a and b have some period T and choose the
constant function ε(t) = ε∗, where

ε∗ = − 1
T
∫ T

0
µ(`)d` (78)

and µ = a+ b as before. Then the function (7) satisfies

κ(t) = sup
`∈[t−τ,t]

∫ t
`
(−ε∗ − µ(s))ds ≤ τsµ (79)

for all t ≥ 0, where sµ = sups∈[0,T ](−ε∗ − µ(s)), if sµ ≥ 0,

and κ(t) ≤ 0 if sµ ≤ 0. Assume that ε∗ > 0 and sµ ≥ 0.
Then (76)-(77) hold if the inequality

sup
t∈[0,T ]

[(eτsµ − 1) b(t)] < ε∗ (80)

is satisfied. If sµ > 0, then (80) holds if τ ∈ (0, τ∗), where

τ∗ = 1
sµ

ln
(

1 + ε∗
b

)
. (81)

Another sufficient condition can be obtained when µ is
globally Lipschitz, as follows. Suppose that we have a global
Lipschitz constant λµ > 0 for µ. For all s ≥ 0, we get

ε∗ = − 1
T
∫ s
s−T µ(`)d`, (82)

by the periodicity of a and b. Hence,

κ(t) = sup
`∈[t−τ,t]

∫ t
`

(
1
T
∫ s
s−T µ(m)dm− µ(s)

)
ds , (83)

by our choice ε(t) = ε∗. Since the function

ϕ(t) = 1
T
∫ t
t−T

∫ t
s
µ(m)dmds (84)

satisfies
ϕ̇(t) = µ(t)− 1

T
∫ t
t−T µ(m)dm, (85)

we can integrate ϕ̇ over [`, t] to get

κ(t) = sup
`∈[t−τ,t]

∫ t
`
(−ϕ̇(s))ds

= sup
`∈[t−τ,t]

(−ϕ(t) + ϕ(`)) .
(86)

Since we can change variables to get

ϕ(`) = 1
T
∫ t
t−T

(∫ t
s
µ(m− t+ `)dm

)
ds, (87)

our Lipschitz constant λµ > 0 and (86)-(87) give

κ(t) =

sup
`∈[t−τ,t]

1

T

∫ t

t−T

(∫ t

s

[−µ(m) + µ(m− t+ `)]dm

)
ds

≤ sup
`∈[t−τ,t]

λµ
T

(∫ t

t−T

∫ t

s

(t− `)d`
)

ds ≤ T λµτ
2

,

by upper bounding the last integrand by τ . Hence, (76)-
(77) from Assumption 9 are satisfied if ε∗ > 0 and(

e
T λµτ

2 − 1
)
b < ε∗ (88)

are satisfied. This leads to the delay dependent condition

λµτT < 2 ln
(

1 + ε∗
b

)
. (89)

6.3 Proof of Corollary 2

We show that Assumption 9 implies that Assumption 2
holds. Let ε̄ > 0, ā > 0, and b̄ > 0 be bounds on the
functions |ε|, |a|, and b, respectively, t > 0 be given, and k
be the integer such that t ∈ [kT , (k + 1)T ). Then∣∣∣∫ t0 (ε(`) + µ(`))d`

∣∣∣ ≤ ∣∣∣∫ kT0
(ε(`) + µ(`))d`

∣∣∣
+
∣∣∣∫ tkT (ε(`) + µ(`))d`

∣∣∣ . (90)

Since (76) and our choice µ = a+ b imply that∫ kT
0

(ε(`) + µ(`))d` = 0, (91)

it follows from (90) that∣∣∣∫ t0 (ε(`) + µ(`))d`
∣∣∣ ≤ ∫ t

kT (ε+ a+ b)d`

≤ T (ε+ a+ b) .
(92)

Next, we prove that κ is periodic of period T . We have

κ(t+ T ) = sup
`∈[t+T −τ,t+T ]

∫ t+T

`

(−ε(m)− µ(m))dm

= sup
`∈[t−τ,t]

∫ t+T

`+T
(−ε(m)− µ(m))dm

= sup
`∈[t−τ,t]

∫ t

`

(−ε(m+ T )− µ(m+ T ))dm.

Since both µ and ε are periodic of period T , it follows that

κ(t+ T ) =

sup
`∈[t−τ,t]

∫ t

`

(−ε(m)− µ(m))dm = κ(t).
(93)

From the fact that κ, ε and µ are all periodic of period T ,
we easily deduce that for all t ≥ 0, we have

sup
t≥0

[(
eκ(t) − 1

)
b(t)− ε(t)

]
≤ −$, where

$ = − sup
t∈[0,T ]

[(
eκ(t) − 1

)
b(t)− ε(t)

] . (94)

The corollary now follows from Theorem 1.

6.4 First Illustration of Corollary 2

Consider the one dimensional system

ẋ(t) = −x(t) + b(t)x(t− τ(t)) (95)
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where b : R → R is periodic of period T = 1 and such
that there are constants c ∈ (0, 1) and d > 0 satisfying (i)
b(t) = 0 for all t ∈ [0, c), (ii) b(t) = d for all t ∈ [c, 1), and
(iii) d(1 − c) ∈ (0, 1). Assume that τ : [0,∞) → [0,∞) is
continuous and bounded by a constant τ > 0. This is more
general than the systems in Mazenc et al. (2015), since
(95) has a time-varying delay. See Section 6.5 for a higher
dimensional example.

Since b is periodic, we apply Corollary 2. With V (x) =
|x| and a(t) = −1, Assumption 1 is satisfied. Next, we
give conditions ensuring that Assumption 9 holds. We first
apply the method from Section 6.2. Let

ε∗ = −
∫ 1

0
[−1 + b(m)]dm = 1− d(1− c). (96)

Using the notation from Section 6.2, we set b̄ = d and
µ(s) = a(s) + b(s) = −1 + b(s), which gives

sµ = sups∈[0,1](−ε∗ − µ(s)) =

sups∈[0,1]

(
d(1− c)− b(s)

)
= d(1− c).

(97)

Therefore, the delay bound τ∗ from (81) in Section 6.2 is

τ∗ = 1
sµ

ln
(

1 + ε∗
b

)
= 1

d(1−c) ln
(

1+cd
d

)
. (98)

To get less restrictive conditions than those obtained with
ε(t) = ε∗, pick any constant ν ∈ (0,min {1, ε∗/c}), and let
ε be the period 1 function such that (a) ε(t) = ν for all
t ∈ [0, c) and (b) ε(t) = ε∗−cν

1−c for all t ∈ [c, 1). Then ε has

positive upper and lower bounds. The function κ in (7) is

κ(t) = sup
`∈[t−τ,t]

∫ t

`

[−ε(m) + 1− b(m)]dm. (99)

Also, our choice (96) of ε∗ gives∫ 1

0

(ε(m)− 1 + b(m)) dm = 0,

so (76) from Assumption 9 is satisfied. Hence, all require-
ments from Assumption 9 will be satisfied if

sup
t∈[0,1]

[(
eκ(t) − 1

)
b(t)− ε(t)

]
< 0 . (100)

Since b = 0 on [0, c) and ε is positive valued, it follows that
(100) is equivalent to

exp

(
sup
t∈[c,1]

κ(t)

)
<

1− cν
d(1− c)

. (101)

Now observe that

−ε(m) + 1− b(m) = −
[

1−cν
1−c − d

]
+ 1− d =

cν−1
1−c < 0

(102)

for all m ∈ [c, 1), while

−ε(m) + 1− b(m) = −ν + 1

for all m ∈ [0, c). We deduce from (99) that

sup
t∈[c,1]

κ(t) ≤ τ(1− ν).

Then (101) is satisfied if

τ < 1
1−ν ln

(
1−cν
d(1−c)

)
. (103)

Taking the limit from the right as ν → 0+ in (103), we get
τ < τ∗, where

τ∗ = − ln(d(1− c)). (104)

This is a less restrictive upper bound for τ than (98), since
for instance, if we take c = 0.94 and d = 10, then d(1−c) =
0.6 ∈ (0, 1), and the difference between the delay bounds
(98) and (104) is

− ln(d(1− c))− 1

d(1− c)
ln

(
1 + cd

d

)
> 0.44. (105)

This justifies our use of the more complicated function ε(t),
instead of the constant ε∗.

6.5 Second Illustration of Corollary 2

Consider the system

ẋ = −m(t)m>(t)u(t− τ(t)) (106)

where x is valued in Rn for any n, the functionm : R→ Rn
is continuous and has some period T > 0, the input u is
valued in Rn, and the delay τ is a time-varying piecewise
continuous function that is bounded by a constant τ > 0.

The system (106) arises in identification theory; see Mazenc
et al. (2008). In Mazenc et al. (2008), we studied (106), but
only in the special case where τ is constant. The approach
in Mazenc et al. (2008) is based on the construction of a
Lyapunov-Krasovskii functional, which is written as the
sum of a strict Lyapunov function for the corresponding
undelayed system, plus a double integral term in which
the integrand is a function of the norm of the state. Here,
we use Corollary 2 to provide stabilizability conditions in
cases where the delay is time-varying. Notice that Mazenc
et al. (2013) does not apply to systems with a time-varying
delay. We first introduce:

Assumption 10 The matrix M ∈ Rn×n defined by

M =
1

T

∫ T
0

m(s)m>(s)ds (107)

is positive definite. �

We define the constants

km =
1

T

∫ T
0

|m(s)|2ds and sm = sup
t∈[0,T ]

|m(t)| (108)

and let λM be the smallest eigenvalue of M . Then km > 0,
sm > 0 and λM > 0. We now add three assumptions:

Assumption 11 The inequality

λM
2 + T s2

m

>
(
s4
mτ

2 + 2T km
)
km (109)

is satisfied. �

Assumption 12 The function |m(t)| is globally Lipschitz,
with some Lipschitz constant lm > 0. �

10



Assumption 13 The inequality

2
(
s4
mτ

2 + 2T km
)
smlmτT <

ln

(
1 +

2λM
2+T s2m

−2(s4mτ
2+2T km)km

b

)
(110)

is satisfied, where b̄ = 2(s4
mτ̄

2 + 2T km)s2
m. �

One can easily determine values of τ such that (110) is
satisfied.

Corollary 3 Let the system (106) satisfy Assumptions 10-
13. Then (106), in closed loop with the feedback u(x(t)) =
x(t), is globally uniformly exponentially stable to the origin.
�

Proof: The feedback produces the system

ẋ = −m(t)m>(t)x(t− τ(t)), (111)

so we prove that the origin of (111) is globally uniformly
exponentially stable. This system is a linear time-varying
system and therefore we can restrict our stability analysis
to the time interval [2τ ,∞).

For all t ≥ 2τ , we can rewrite the system as

ẋ = −m(t)m>(t)x(t)−m(t)m>(t)

×
∫ t
t−τ(t)

m(s)m>(s)x(s− τ(s))ds.
(112)

Let us consider ν1(x) = 1
2 |x|

2 and

ν2(t, x) = 1
T x
>
(∫ t

t−T
∫ t
`
m(s)m>(s)dsd`

)
x (113)

By (112), we deduce that along all trajectories of (111), we
have

ν̇1(t) = −(m>(t)x(t))2 − x(t)>m(t)m>(t)

×
∫ t
t−τ(t)

m(s)m>(s)x(s− τ(s))ds
(114)

and

ν̇2(t) = (m>(t)x(t))2 − x(t)>Mx(t)−
2
T x(t)>

(∫ t
t−T

∫ t
`
m(s)m>(s)dsd`

)
m(t)m>(t)x(t− τ(t)),

where M is the matrix defined in (107).

Let us introduce the function V (t, x) = 2ν1(x) + ν2(t, x).
Then for all t ≥ 0 and x ∈ Rn, the inequalities

1
2 |x|

2 ≤ V (t, x) ≤ 1
2

(
2 + T s2

m

)
|x|2 (115)

are satisfied. For all t ≥ 2τ , we get

V̇ (t) =

−x(t)>Mx(t)− (m>(t)x(t))2 − 2
{
x(t)>m(t)

}
×
{
m>(t)

∫ t
t−τ(t)

m(s)m>(s)x(s− τ(s))ds
}

− 2
T x(t)>

(∫ t
t−T

∫ t
`
m(s)m>(s)dsd`

)
×m(t)m>(t)x(t− τ(t)).

(116)

Using Young’s inequality to get 2ab ≤ a2+b2 where a and b

correspond to the terms in curly braces in (116), we obtain

V̇ (t) ≤ −x(t)>Mx(t)+∣∣∣∣∣m>(t)

∫ t

t−τ(t)

m(s)m>(s)x(s− τ(s))ds

∣∣∣∣∣
2

− 2
T x(t)>

(∫ t

t−T

∫ t

`

m(s)m>(s)dsd`

)
×m(t)m>(t)x(t− τ(t)).

(117)

Then Jensen’s inequality gives

V̇ (t) ≤ −x(t)>Mx(t) + τ(t)|m(t)|2

×
∫ t
t−τ(t)

∣∣m(s)m>(s)
∣∣2 |x(s− τ(s))|2ds

+ 2|m(t)|2
T

(∫ t
t−T

∫ t
`
|m(s)|2dsd`

)
|x(t)||x(t− τ(t))|.

(118)

From the definition of km in (108) and our choice of λM ,
it follows that

V̇ (t) ≤ −x(t)>Mx(t) + τ(t)|m(t)|2

×
∫ t

t−τ(t)

∣∣m(s)m>(s)
∣∣2 |x(s− τ(s))|2ds

+ 2|m(t)|2T km|x(t)||x(t− τ(t))|
≤ −λM |x(t)|2

+ 2T km|m(t)|2|x(t)||x(t− τ(t))|

+τ(t)s4
m|m(t)|2

∫ t

t−τ(t)

|x(s− τ(s))|2ds.

(119)

Hence, our bounds (115) give

V̇ (t) ≤ − 2λM
2+T s2m

V (t, x(t)) + 2τ(t)s4
m|m(t)|2

×
∫ t
t−τ(t)

V
(
s− τ(s), x(s− τ(s))

)
ds

+ 4T km|m(t)|2
√
V (t, x(t))V

(
t− τ(t), x(t− τ(t))

)
.

(120)

It follows that

V̇ (t) ≤ − 2λM
2+T s2m

V (t, x(t))

+ 2τ2(t)s4
m|m(t)|2 sup

s∈[t−2τ,t]

V (s, x(s))

+4T km|m(t)|2 sup
s∈[t−2τ,t]

V (s, x(s))

≤ − 2λM
2+T s2m

V (t, x(t))

+2
(
τ2s4

m + 2T km
)
|m(t)|2 sup

s∈[t−2τ,t]

V (s, x(s)).

We next apply Corollary 2 with

a(t) = − 2λM
2+T s2m

and b(t) = 2
(
s4
mτ

2 + 2T km
)
|m(t)|2.

Then our choices µ = a + b and ε(t) = ε∗ from (78) in
Section 6.2 and km from (108) give

ε(t) = ε∗ = − 1
T
∫ T

0
µ(`)d` = 2λM

2+T s2m
−2
(
s4
mτ

2 + 2T km
)
km

.

From (109), it follows that ε∗ > 0. Moreover, µ is globally
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Lipschitz with lµ = 4
(
s4
mτ

2 + 2T km
)
smlm as Lipschitz

constant. We deduce from our discussion of Corollary 2 in
Section 6.2 that

lµτT < 2 ln

(
1 +

ε∗
supt∈[0,T ] b(t)

)
(121)

ensures global asymptotic stability; see (89). It holds if
(110) is satisfied. This concludes the proof. �

7 Other Examples

7.1 First Illustration of Corollary 1

First consider the one dimensional system

ẋ(t) = −[1 + 2 cos(t)]x(t− τ) (122)

with τ ≥ 0 being constant. Determining conditions en-
suring that this system is exponentially stable is challeng-
ing because it is a time-varying system whose stability
is caused by a term with delay and because no obvious
Lyapunov-Krasovskii functional can be proposed.

For all t ≥ 2τ , we have

ẋ(t) =

−[1 + 2 cos(t)]x(t) + [1 + 2 cos(t)]
∫ t
t−τ ẋ(m)dm

= −[1 + 2 cos(t)]x(t)

−
∫ t−τ
t−2τ

[1 + 2 cos(t)][1 + 2 cos(m+ τ)]x(m)dm.

(123)

We analyze the system (123) via Corollary 1. Choosing
V(x) = |x| and η = 2τ , we get

V̇(t) ≤ −[1 + 2 cos(t)]V(x(t))

+
∫ t− 1

2η

t−η |1+2 cos(t)||1+2 cos(m+ τ)|V(x(m))dm.
(124)

We choose ω = 0, a(t) = −[1 + 2 cos(t)], c(m, t) = |1 +
2 cos(t)||1 + 2 cos(m+ τ)|, and b = 0. By (40), we have

h(t) ≤
∫ t
t−η e

∫ m+η

t
[1+2 cos(`)]d`

c(t,m+ η)dm

≤
∣∣1 + 2 cos

(
t+ η

2

)∣∣
×
∫ t
t−η I(m, η, t)|1 + 2 cos(m+ η)|dm ,

(125)

where I(m, η, t) = em+η−t+2(sin(m+η)−sin(t)). Since
|sin(m+ η)− sin(t)| ≤ |m+η− t|, it follows from Hölder’s
inequality that

h(t) ≤
∣∣1 + 2 cos

(
t+ η

2

)∣∣
×
∫ t
t−η e

m+η−t+2(m+η−t)|1 + 2 cos(m+ η)|dm
=
∣∣1 + 2 cos

(
t+ η

2

)∣∣
×
∫ t+η
t

e3(m−t)|1 + 2 cos(m)|dm
≤
∣∣1 + 2 cos

(
t+ η

2

)∣∣
×
√

e6η−1
6

∫ t+η
t

(1 + 2 cos(m))2dm

=
√
e6η−1√

6

∣∣1 + 2 cos
(
t+ η

2

)∣∣
×
√∫ t+η

t
(1 + 4 cos(m) + 4 cos2(m))dm .

Let us choose T = τ = 2π. Then∫ t+2π

t
[a(`) + h(`)]d`

≤ −2π +
√
e6η−1√

6

∫ t+2π

t

∣∣1 + 2 cos
(
`+ η

2

)∣∣Ga(η, `)d`

≤ −2π +
√
e6η−1√

6
3
√
η
∫ t+2π

t

∣∣1 + 2 cos
(
`+ η

2

)∣∣ d`,
where

Ga(η, `) = (3η + 4 sin(`+ η)−

4 sin(`) + 2
∫ `+η
`

cos(2m)dm
)1/2

.

Since cos is periodic of period 2π, we deduce that∫ t+2π

t
[a(`) + h(`)]d`

≤ −2π +
√
e6η−1√

2

√
3η
∫ 2π

0
|1 + 2 cos (`)|d`

= −2π +
√

6η (e6η − 1)
∫ π

0
|1 + 2 cos (`)|d`,

(126)

where we also used the fact that∫ 2π

π
|1 + 2 cos(`)|d` =

∫ 2π

π
|1 + 2 cos(2π − `)|d` =∫ π

0
|1 + 2 cos(`)|d`.

Hence, Assumption 6 will be satisfied if the right side of
(126) is negative, i.e., if√

η (e6η − 1) <

√
2π√

3
∫ π

0
|1 + 2 cos (`)|d`

=

√
2π√

3(π/3 + 2
√

3)

(127)

holds, so this is a sufficient condition for the conclusions of
Corollary 1 to hold.

7.2 Second Illustration of Corollary 1

We choose the system

ẋ(t) = sin(t)x(t) + u(t− τ) (128)

and the control u(t) = −[sin(t+τ)+1]x(t). Then the closed
loop system can be rewritten as ẋ(t) = −x(t) + [sin(t) +
1][x(t)− x(t− τ)] and so also as

ẋ(t) = −x(t) +
∫ t
t−τ [sin(t) + 1] sin(m)x(m)dm

−
∫ t−τ
t−2τ

[sin(t) + 1][sin(m+ τ) + 1]x(m)dm
(129)

for all t ≥ 2τ . Along all trajectories of (129), the function
V (x) = |x| satisfies

V̇ (t) ≤ −V (x(t)) +
∫ t
t−τ [sin(t) + 1]V (x(m))dm

+
∫ t−τ
t−2τ

[sin(t) + 1][sin(m+ τ) + 1]V (x(m))dm

≤ −V (x(t))+∫ t
t−2τ

[sin(t) + 1][| sin(m+ τ)|+ 1]V (x(m))dm .

We apply Corollary 1 with b = 0, T = 2π, η = 2τ , and
ω = 0.

We set a(t) = −1 and

c(m, t) = (sin(t) + 1)(| sin(m+ τ)|+ 1).
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To apply Corollary 1, we need the function

n(t) = 1
T

∫ t
t−T

[
a(m) + e

−
∫ m+τ

m
a(`)d`

b(m+ τ)

+
∫m
m−η e

−
∫ `+η
m

a(s)ds
c(m, `+ η)d`

]
dm

= 1
2π

∫ t
t−2π

[
−1 +

∫m
m−η e

`+η−m[sin(`+ η) + 1]

×
[
| sin(m+ η

2 )|+ 1
]

d`
]
dm

= −1 + 1
2π

∫ t
t−2π

[| sin(m+ η/2)|+ 1]

×
∫m
m−η e

`+η−m [|sin(`+ η)|+ 1] d`dm

to have a negative upper bound. We find sufficient condi-
tions for such an upper bound to exist. To this end, first
note that since

(| sin(m+ η/2)|+ 1)

∫ m

m−η
e`+η−m [|sin(`+ η)|+ 1] d`

is a periodic function of m having period 2π in m, we get

n(t) = −1 + 1
2π

∫ 2π

0
(| sin(m+ η/2)|+ 1)

×
∫ η

0
e` [|sin(`+m)|+ 1] d`dm .

(130)

Next observe that

n(t) ≤ −1 + eη−1
π

∫ 2π

0
(| sin(m+ η/2)|+ 1)dm

= −1 + eη−1
π 4π = −5 + 4eη .

(131)

Hence, the upper bound will exist provided η < ln(5/4).
Hence, we get the stability condition

τ < 1
2 ln

(
5
4

)
. (132)

Then the proof of Corollary 1 provides a Lyapunov-
Krasovskii functional construction.

7.3 Discrete Time Example

We illustrate Theorem 3. Let p > 1 be an integer, and
define {β1, β2, . . . , βp} by

βk = 1
2(p+1) for all k ∈ {1, ..., p− 1} and βp = 3. (133)

Then we extend {β1, β2, . . . , βp} to form a sequence, by
setting βk+p = βk for all k ∈ N. Then for each k ≥ 0,
the set {β1+k, β2+k, . . . , βp+k} has exactly one 3. For each
j ∈ {0, ..., p}, we define the sequence {αk,j} by αk,j = βk
for all k ∈ N. Then (69)-(70) become αk = (p+ 1)βk and

α∗ =

 p+j∏
i=1+j

(p+ 1)βi

 1
p

=

(
3

2p−1(p+ 1)p−2

) 1
p

.

Consequently, α∗ < 1 is equivalent to

p > 1 +
ln(3(p+ 1))

ln(2(p+ 1))
, (134)

which holds if p > 3. This provides sufficient conditions for
Assumption 7 to hold, with a1 = 1/2 and a2 = 3(p + 1).
Also, Assumption 8 will be satisfied if(

3

2p−1(p+ 1)p−2

)1/p

<
1

2p/(p+1)
, (135)

which can be satisfied if we choose p large enough, and
then Assumptions 7-8 will both be satisfied. Hence, we have
given sufficient conditions for the assumptions of Theorem
3 to hold.

8 Conclusions

Time delay systems with time-varying delays play a cen-
tral role in controls, but their stability analysis is beyond
the scope of traditional Lyapunov-Krasovskii functional or
other standard techniques. To help overcome these signif-
icant challenges, we applied a strictification approach to
extend Razumikhin’s theorem for time-varying systems.
The approach entails converting a nonstrict Lyapunov-like
function into a strict one, but was beyond the scope of
the strictification methods in Malisoff and Mazenc (2009).
A key feature of our analysis is that we do not require
the Lyapunov functional to decay along trajectories when
the delay is set to 0, and our strictification analysis is
outside the scope of existing results on the Razumikhin
approach. We illustrated how our method compares with
results that were obtained in earlier literature. We also
provided new constructions for Lyapunov-Krasovskii func-
tionals for time-varying delay systems, as well as analogous
results for discrete time systems. In future work, we plan to
extend our analysis to adaptive cases where the objectives
include both tracking and parameter identification.
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