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Abstract

In this work, we propose GAWO, a new method for SMT parameters optimization based on the genetic algorithms. Like other existing methods, GAWO performs the optimization task through two nested loops, one for the translation and the other for the optimization. However, our proposition is especially designed to optimize the feature weights of the fitness function of GAMaT, a new genetic-based decoder for SMT. We tested GAWO to optimize GAMaT for French-English and Turkish-English translation tasks, and the results showed that we outperform the previous performance by +4.0 points according to the BLEU for French-English and by +2.2 points for Turkish-English.
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1. Introduction

Statistical machine translation (SMT) systems combine a set of features in order to evaluate the quality of a translation hypothesis at the decoding time. Each feature estimates the quality of the hypothesis in a particular aspect. The best translation in the output of the system is the one that maximizes this evaluation score. The feature values are mainly probabilities, i.e., language model probability, translation model probabilities, but other kinds of features are calculated and not interpreted as probabilities, i.e., phrase and word penalties.

In the SMT community, the log-linear approach \cite{1, 2} is largely used to combine these features as follows:

\[ \text{Score}(e) = \sum_{i=1}^{\|x\|} \lambda_i \times \log(h_i(e, f)) \]  

(1)

Where \(e\) and \(f\) are, respectively, a translation hypothesis and the source sentence, and \(h_i\) is the \(i^{th}\) feature function. To define the influence of each feature in the final score, a weight \(\lambda_i\) is associated to the feature \(h_i\). The weight values have an effect on the scoring of the translation hypotheses at the decoding time, so, they have an effect on the choice of the best one in the output of the decoder. Therefore, within SMT systems the optimization of the weights of the features is a crucial step to insure a satisfactory translation quality.

To optimize these weights for a SMT system, we assume that we have a development set consisting of source sentences and their reference translations. Then, using the decoder of the system, we translate the source sentences. The goal of the optimization is to find the set of weights \(\lambda\) that minimizes or maximizes the error function \(\text{Err}(\lambda)\) defined to estimate the difference between the output translations and the references. Ideally, to perform this setting, we apply a classical optimization algorithm by running the decoder many times and adjusting the set of weights, until a convergence, and as error function we use an evaluation machine translation metric. But, the run of the decoder several times is very expensive.

This is why, in practice, the weight optimization algorithms for SMT minimize the run of the decoder. They perform in two nested loops; in the outer loop, the decoder uses a set of weights to translate the development set and produces the \(k\)-best translations for each source sentence. In the inner loop, an optimization algorithm is applied to perform the weight tuning. In the inner loop, the main goal is to find the optimal weights that select the best translation for each source sentence from the \(k\)-best. The selected translations must minimize or maximize the error function. The optimal obtained weights are re-injected into the outer loop to run the decoder again. The process is stopped when the weights can no longer be improved, or no new translations can be produced.

MERT (Minimum Error-Rate Training) \cite{3} is the default algorithm used to optimize the feature weights in the SMT community, and especially applied on MOSES \cite{4}, the reference translation system. As explained before the algorithm performs in two nested loops, where MOSES is used as a decoder and in the inner loop, a line-search optimization algorithm is applied to perform the tuning. Other algorithms have been proposed to optimize the weights of the log-linear approach. The main difference in all these algorithms lies in the inner loop, where different approaches are proposed to solve the problem of weight optimization. For instance, in \cite{5}, Hasler et al. used Margin In-fused Relaxed Algorithm (MIRA) as an optimization algorithm. Hopkins and May proposed PRO \cite{6}, which works by learning a weight set that ranks translation hypotheses in the same order as the translation metric. More recently, Kocur and Bojar proposed to use a Particle Swarm Optimization algorithm (PSO) \cite{7} to solve the problem in the inner loop.

However, the common point, and the weakness, of all these algorithms is the fact that they are specially designed to optimize the feature weights for the MOSES decoder. This makes their application difficult to another decoder.

In this paper, a Genetic Algorithm for weight optimization (GAWO) for SMT decoders is proposed. GAWO has the same principle as the others algorithms, with an outer loop for the translation and an inner loop for the optimization. However, our proposition is designed to optimize the parameters of GAMaT \cite{8}, a new genetic-based SMT decoder, which differs from MOSES (see Sections 2.1 and 2.2). In a previous work \cite{8}, GAMaT was tested and compared to MOSES, but by using a set of weights optimized by MERT for MOSES. In this work, GAWO will be used to optimize these weights for GAMaT to obtain an evaluation function more robust and better adapted to GAMaT which will improve the translation performance.

Genetic algorithms are known for their capacity of exploration and exploitation of the search space \cite{9}, particularly in the case of optimization problems \cite{10}. So, a genetic algorithm is an interesting candidate to implement, in the inner loop, for the optimization of feature weights.

The paper is structured as follows. In Section 2, we present
the MOSES and GAMaT decoders. In Section 3 we present the tuning process for optimization of feature weights. In Section 4, we present GAWO the genetic-based algorithm for the optimization of feature weights. In Section 5, we present some experimental and comparative results. We conclude in Section 6.

2. SMT Decoder

In SMT systems the translation problem at the decoder level is considered as an optimization problem. The goal of the decoder is to find the best possible translation $\hat{e}$ that maximizes the translation evaluation score:

$$\hat{e} = \arg\max_{e} \left( \sum_{i=1}^{n} \lambda_i \times \log(h_i(e, f)) \right)$$  \hspace{1cm} (2)

As presented in the introduction, the weights $\lambda_i$ must be optimized to obtain a robust evaluation function.

2.1. MOSES

MOSES is a SMT decoder, which uses a Beam-search algorithm [4] in order to retrieve the best possible translation. Starting with an empty set, the solution building process consists in producing incrementally a set of complete solutions from partial ones provided by a translation table. Because the translation is built incrementally, it is then difficult to challenge a previous decision of translation that can eliminate a partial hypothesis, even if it could lead to a good final solution.

2.2. GAMaT

An alternative to MOSES is to start with a complete translation hypothesis and try to refine it to retrieve the best solution. With complete translation hypotheses, it is possible to revisit each part of the search space and modify it, if necessary.

GAMaT is a new decoder for SMT based on a genetic algorithm. It has the advantage that it can refine several complete solutions in an iterative process and produce acceptable solutions. In fact, a possible solution is encoded as a chromosome, where the chromosome encloses several pieces of information (the source sentence segmented into phrases, a translation hypothesis also segmented into phrases, and the alignment between source and target segments) [8]. Then, from an initial population of chromosomes, we produce new ones by applying crossover and mutation functions [8]. The crossover function takes two chromosomes from the population as parents, and crosses them to produce two new chromosomes considered as children of the parents. The produced chromosomes share the chromosomal information of the parents. On the other hand, the mutation functions are applied to diversify the existing population. A mutation function takes one chromosome and modifies it at the phrase level to produce new one. At the end of each iteration, we estimate the fitness (score) of chromosomes to select which of them will be kept, for next generations. This is called the selection process. The same process is repeated from one generation to another, until convergence. So, the final translation is the one that is encoded in the best chromosome from the final population.

To evaluate the chromosomes, the fitness is calculated using the log-linear approach to combine a set of feature values, as presented in the Equation 1. In this work, eight basic features [8, 4] are combined:

- Language model probability
- Direct and inverse translation model probabilities
- Direct and inverse lexical weighting translation model probabilities
- Word penalty
- Phrase penalty
- Reordering score

3. Tuning

The tuning of a SMT system consists in optimizing the weights $\lambda$ of the evaluation function (Equation 1). To this end, let’s assume a development (Dev) set of source sentences $\{f_1, ..., f_n\}$ with their reference translations $\{r_1, ..., r_n\}$. The decoder produces a set of $k$ translation hypotheses $\{e_1, ..., e_k\}$ for each source sentence $f_i$.

The optimal set of weights is the one which minimizes the sum of errors between the translations $\{\hat{e}_1, ..., \hat{e}_n\}$ and the references:

$$\lambda = \arg\min_{\lambda} \left( \sum_{i=1}^{n} \text{Err}(\hat{e}_i, r_i) \right)$$  \hspace{1cm} (3)

Where $\text{Err}$ is the loss function to optimize at tuning, and $\hat{e}_i$ is the highest scored hypothesis from the set of $k$-translations of $f_i$, using the set of weights $\lambda$. In other words, $\hat{e}_i$ is the best translation of $f_i$ according to the weights $\lambda$.

The loss function estimates the quality of a set of translation hypotheses compared to the references. In the state-of-the-art, there are several choices [11] to define $\text{Err}$, ex: error function, soft-max loss, ranking loss. But the studies showed [11, 3] that the use of the translation evaluation metric BLEU (Bilingual Evaluation Understudy) [12] gives the best optimization performance. Therefore, in this work we use the BLEU metric to perform the weight optimization.

4. GAWO

As explained in the introduction, GAWO is a genetic algorithm for weight optimization. Similarly to the existing algorithms, GAWO works through two nested loops (see Figure 1): the outer loop, in which we use GAMaT as a decoder to translate the Dev set and the inner loop, in which the genetic algorithm is applied to optimize the weights. The process of these two loops is shown in the Figure 1 and detailed in what follows.

![Figure 1: The GAWO process through the outer and the inner loop.](image)
4.1. GAWO: outer loop

The Dev set is composed of \( n \) source sentences \( \{f_1, \ldots, f_n\} \) with their reference translations \( \{r_1, \ldots, r_n\} \). In the outer loop we use GAMA T to translate the source sentences, and produce for each one \( f_i \) a set of \( k \)-translations \( E_i = \{e_i^1, \ldots, e_i^k\} \). Therefore, the result of this loop is sets of \( k \)-translations \( \{E_1, \ldots, E_n\} \). These sets are injected into the inner loop for the optimization process. For the first iteration of the outer loop, we use a randomly generated set of weights. For the following iterations, the set of weights obtained by the inner loop is used to run GAMA T to produce novel sets of \( k \)-translations. The outer loop is stopped when the set of weights does not lead to new improvement.

4.2. GAWO: inner loop

In the inner loop, a classical implementation of the genetic algorithm is applied to find the best set of weights that selects a set of translations \( \{e_1, \ldots, e_n\} \) maximizing the BLEU score (see Equation 3). The main idea is to start with a population of chromosomes (solutions) i.e. a population of vectors of feature weights, and iteratively improve the quality of the population by producing new chromosomes.

To ensure the good evolution of the population in a genetic algorithm, a fitness function must be defined according to the task to solve, in order to evaluate the chromosomes and apply the selection process at the end of each iteration. As we deal with the task of optimizing weights, the fitness function is the BLEU score (see Equation 3). The process continues iteratively, until it reaches the best possible weights for the current set of \( k \)-translations. In the next sections, we explain with more details the genetic process used in GAWO.

4.2.1. Chromosome encoding

In the genetic algorithm, a possible solution is encoded in a chromosome. Therefore, in our case a chromosome represents a vector of eight elements \( \{c = \lambda\} \), where each position in \( c \) represents the weight value \( \lambda_i \) of a feature function \( h_i \) used in the evaluation function in GAMA T (see Section 2.2).

4.2.2. Population Initialization

The chromosomes (solutions) of the first population are randomly generated. Where, each feature weight takes its value in the range \([-1, 1]\). To this randomly generated population, we add the set of weights used in the outer loop to run GAMA T.

4.2.3. Crossover function

The crossover function is applied to couple the chromosomes of the existing population to enhance the quality of this population. The function takes randomly two chromosomes, \( c_a \) and \( c_b \), from the population and selects a random position \( s \) in the chromosome, to cross them. The crossover function produces two new chromosomes \( c_e \) and \( c_d \), where \( c_e = \{c_{a1}\}_{i \neq s} \times \{c_{b1}\}_{i \neq s} \) and \( c_d = \{c_{a1}\}_{i \neq s} \times \{c_{b1}\}_{i \neq s} \).

In practice the crossover function is applied to couple all the possible pairs of chromosomes in the population.

4.2.4. Mutation function

As presented previously, the crossover function couples the existing chromosomes in the population, which limits the search space to the values of the weights generated at initialization. Consequently, the algorithm has a high probability to converge towards a local optimum. This is why the mutation function is applied, in order to diversify the population. So, the mutation function selects a chromosome \( c_a \) from the population and modifies randomly one of its weight values to produce a new one \( c_b \). For a better diversification, the mutation function is applied on all the chromosomes of the population.

4.3. Chromosome evaluation function

As presented before, the fitness function is the BLEU score. Therefore, to evaluate a chromosome \( c_a \) from the population, we process as follows. First, using the set of weights \( \lambda \) encoded in \( c_a \), we recalculate the log-linear scores (see Equation 1) of every translation produced by GAMA T in the outer loop. After, for each source sentence \( f_i \), we select from \( E_i \), the translation \( \hat{e}_i \) that maximizes the log-linear score. The result of this step is a set of \( n \) translations \( \{\hat{e}_1, \ldots, \hat{e}_n\} \). Finally, we calculate the BLEU score between the selected translations and the references. The obtained BLEU score represents the fitness of the chromosome \( c_a \).

In this way, the optimal set of weights is the one that is encoded in the chromosome maximizing the BLEU score.

5. Experiments & Results

5.1. Corpora

For the experiments, we use the translation data task of the workshop on Statistical Machine Translation. We take two pairs of languages to test GAWO in order to optimize the weights for GAMA T. The first pair is the French-English (FR-EN) a classical translation task. The second pair is the Turkish-English (TR-EN) which is a new task and poor in data. In addition, there is a stronger syntactic difference between Turkish and English. The training corpus of the languages pairs FR-EN and TR-EN is composed of 1.3M and 280K parallel sentences respectively. Concerning the tuning and the test corpus, for both pairs of languages, both of them are composed of 1,000 parallel sentences. We use GIZA++ [13] to generate the translation model, and SRILM [14] to produce a k-gram language model.

As presented in Section 4.3, the BLEU metric is used to perform the optimization, to evaluate the translation quality of the system on the test, we use BLEU, TER [15] and METEOR [16] metrics.

5.2. Results

In the Figures 2 and 3, we analyze the evolution of the translation quality of the Dev set throughout the optimization process. To this end we draw two curves, the first one (inner-loop) represents the evolution of the BLEU score through the inner loop, where each point represents the BLEU value of the best translations \( \{\hat{e}_1, \ldots, \hat{e}_n\} \) selected from the sets of \( k \)-translations by using the best weights produced by the inner loop. In other words, each point represents the fitness score of the best solution produced by GAWO in the inner loop. The second curve (outer-loop) represents the evolution of the BLEU value of the \( k \)-translations produced by GAMA T in the outer loop. This last curve allows us to analyze the evolution of the translation population quality produced by GAMA T.

After some experiments and like what is made in MERT [3] we fixed the number of the translations for each source sentence to 100 (\( k=100 \)), these translations are injected in GAWO to perform the optimization process. To have a large variety of translations for each source, we add to the translations produced
by GAMaT at the iteration \( i \) those of the iteration \( i-1 \).

Knowing that the genetic algorithms that we use have a random behaviour, we analyzed the robustness and the stability of our algorithm to verify if GAWO achieves the convergence or not in any case. For this we did multiple runs (5) starting with the same weight values at each run (see Figures 2 and 3).

The 1-best output from the inner loop and the 100-best output from the outer loop (GAMaT).

The evolution of the BLEU on the Dev set for TR-EN. The 1-best output from the inner loop and the 100-best output from the outer loop (GAMaT).

The first remark that can be made through these curves, is that the process of the optimization converges for all the runs and this for the both language pairs. Thanks to this convergence, we can conclude that GAWO allows GAMaT to produce better translations, by generating weight values more adapted to the optimization of the weights allows GAMaT to outperform \( \text{MERT} \) by more than 1.7 point and those of the reference system decoder MOSES. The improvement is visible also according to the TER, where we outperform \( \text{GAMaT} - \text{MERT} \) by more than 3.5 points. The improvement is less visible according to the METEOR, because this metric is less sensitive than BLEU, when they compare the translations with the references.

On the other hand, the small intervals of the confidence intervals prove that GAWO is stable and allows to GAMaT to achieve the same translation performance each time we run it.

The obtained results show that the optimization of the weights using GAWO improve considerably the translation performance of GAMaT. Indeed, according to the BLEU score, the metric used at the tuning time, we outperform \( \text{GAMaT} - \text{MERT} \) by more than 2.2 points for the TR-EN pair and more than 4.0 points for the FR-EN pair. But we do not exceed those of the reference system decoder MOSES. The improvement is visible also according to the TER, where we outperform \( \text{GAMaT} - \text{MERT} \) by more than 1.7 point and those of MOSES by 2.76 points for the TR-EN pair. For the FR-EN we outperform also \( \text{GAMaT} - \text{MERT} \) by more than 3.5 points. The improvement is less visible according to the METEOR, because this metric is less sensitive than BLEU, when they compare the translations with the references.

Table 1: Translation performance on the test set according BLEU, TER and METEOR.

<table>
<thead>
<tr>
<th>Language</th>
<th>Decoder</th>
<th>BLEU ↑</th>
<th>TER ↓</th>
<th>METEOR ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>TR-EN</td>
<td>MOSES+MERT</td>
<td>10.29</td>
<td>83.03</td>
<td>20.2</td>
</tr>
<tr>
<td></td>
<td>GAMaT-MERT</td>
<td>6.46</td>
<td>82.05</td>
<td>18.39</td>
</tr>
<tr>
<td></td>
<td>GAMaT-GAWO</td>
<td>8, 73</td>
<td>80, 27</td>
<td>18, 93</td>
</tr>
<tr>
<td>FR-EN</td>
<td>MOSES+MERT</td>
<td>31.29</td>
<td>52.14</td>
<td>29.97</td>
</tr>
<tr>
<td></td>
<td>GAMaT-MERT</td>
<td>24.84</td>
<td>57.18</td>
<td>28.55</td>
</tr>
<tr>
<td></td>
<td>GAMaT-GAWO</td>
<td>28.91</td>
<td>53.68</td>
<td>28, 87</td>
</tr>
</tbody>
</table>

We presented GAWO, a new method for SMT parameter optimization based on the genetic algorithms. GAWO was tested to optimize the feature weights of the fitness function of GAMaT for two different pairs of languages. The obtained results of the different experiments demonstrated the feasibility of our proposition, where the algorithm allows to converge towards an optimum set of weights. Moreover, the translation performance, according to three evaluation metrics, showed that the optimization of the weights allows GAMaT to outperform the previous configuration.

For future work, we will make more experiments by testing other metrics to perform the optimization and use GAWO to optimize the feature weights for MOSES, and compare our proposition with the different optimization algorithms.

6. Conclusions

The obtained results show that the optimization of the weights using GAWO improve considerably the translation performance of GAMaT. Indeed, according to the BLEU score, the metric used at the tuning time, we outperform \( \text{GAMaT} - \text{MERT} \) by more than 2.2 points for the TR-EN pair and more than 4.0 points for the FR-EN pair. But we do not exceed those of the reference system decoder MOSES. The improvement is visible also according to the TER, where we outperform \( \text{GAMaT} - \text{MERT} \) by more than 1.7 point and those of MOSES by 2.76 points for the TR-EN pair. For the FR-EN we outperform also \( \text{GAMaT} - \text{MERT} \) by more than 3.5 points. The improvement is less visible according to the METEOR, because this metric is less sensitive than BLEU, when they compare the translations with the references.
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