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2Higher School of Economics, Moscow, Russia

December 5, 2017

Abstract

In this paper, we propose and analyze the convergence of a time-discretization scheme for the motion of
a particle when its instantaneous velocity is drifted by the known velocity of the carrying flow, and when the
motion is taking into account the collision event with a boundary wall. We propose a symetrized version of the
Euler scheme and prove a convergence of order one for the weak error. The regularity analysis of the associated
Kolmogorov PDE is obtained by mixed variational and stochastic flow techniques for PDE problem with specular
condition.
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1 Introduction

Many industrial production processes involve suspensions of colloidal particles in fluids so there is a strong in-
terest to better understand the underlying physics. Among the ways that can help to achieve this goal, numerical
experiments combining the simulation of the flow and the simulation of the particles carried by the flow is a possi-
ble solution. Propositions of model-motion of colloidal particles are already well-known, assuming that they can
be modeled by small spheres and that the description of the model motions of their gravity centers is a significant
approximation when one want to asses some characteristic behavior through collision kernel modeling.

In this paper, we propose and analyze the convergence of a time-discretization scheme for the motion of a
particle when the instantaneous velocity of the particle is drifted by the known velocity of the carrying flow, and
when the motion is taking into account the collision event with a boundary wall.

More precisely, since we want to work in a context where we can specify the mathematical well-posedness of
the problem and regularity for the solutions of associated PDEs, some simplifications are considered. We assume
that the collision is perfectly elastic and that the particles follow a kinetic model, by modeling the position and
velocity of each particle. It is on the velocity that we introduce a drift term to model the influence of the fluid on
the particles. Furthermore, we will only consider a particle that collides against a wall located at the boundary of
the upper-half plane R?~! x [0, +-c0). In this case the confined linear Langevin process is written as:

t
)Q;Zi)(o%-j[ UgdS,
0
t
Ut:U0+/ b(XS,US)dS+O'Wt+Kt, (11)
0

Ky =— Z 2(Us- - np(Xs)) np(Xs)1{x,comys

0<s<t

where (X;)¢>0 represents the position while (Uy);>( represents the velocity, D = R~ x (0, 400) is the open
set corresponding to the interior of the confining domain, np is the outward normal at the boundary 9D of D
(0D = R4~1 x {0}) and o is a positive constant. Here the drift b models the drag force implied by the known
mean velocity of the flow carrying the particle. The term (K);>( represents the perfectly elastic collision with
the hyperplane 0D.

Although simple -known as specular reflection against a fixed wall- this model contains enough characteristics
of the context stated in the first paragraph to be pertinent on a framework of numerical analysis. In [5], Bossy and
Jabir prove the existence of weak solution and pathwise uniqueness when D = R¢~1 x (0, +-c0). In [6], the authors
extend the well-posedness result to smooth bounded domains D. In the case of hyperplane D = R4~ x (0, +00),
the construction proceeds as follows (see [5] for the details). If we consider a R¢-valued bounded measurable drift
bonD x R, from the unique weak R24_valued solution of

t
Y= Xo+ [ Vids,
° (1.2)
V, = Uy +/ (Y, Vi)ds + Wy, Yt € [0,T],
0

with b defined by

bi (yv) € RY xR = (V,sign(y@ )@ ) (4, |y ™), (v, sign(y@)o®)) (13)



then
(7, 1)), (v, sign (V) VD)t € [0,T))

is the weak solution in D x R¢ to the SDE (1.1).

A short discussion on confined SDEs and associated results

There are different types of confined models that can be considered. In a deterministic setting, [23] present some
results when o = 0 in (1.1) while allowing for oblique reflections. The authors show that the system admits a
solution such that the position process is Lipschitz continuous in time, and the velocity process is of bounded
variation. This solution is obtained as a certain weak limit in a Sobolev space of solutions to a penalized equation.

The most obvious stochastic model would be a diffusion that is reflected at the boundary, in the sens of a
solution to a Skorohod problem as in [20]. The reflection term K is then given through a local time. In term of
discretisation scheme, [4], propose a symmetrized scheme, and prove that the associated weak error has a rate of
convergence of order one.

In [11], the author presents a model with a particle that exhibits piecewise deterministic movement. The
velocity process changes randomly at exponential times to mimic the collision events. The particles are confined
in domain by specular reflections at the boundary. It is shown that such a system is well defined and by increasing
the change rate for the velocity, in the limit, one obtains an oblique reflected diffusion.

We emphasize the fact that, when modelling the position of the particle by a reflected Brownian process,
the hitting times of the boundary form almost surely a set of times with no isolated points. This means that it
is impossible to count the number of collisions with the boundary. Those models are not suitable in numerical
approach when one might to determine a collision kernel with the help of the effective collision rate. Such
inconvenient disappears by considering models for the particle collisions of Lagrangian type, where the position
process is the integral of a diffusion. As shown in [21], situation of accumulation of collisions can be avoided for
Lagrangian models in the case of a upper half plane under the hypothesis that (Xq, Uy) # (0, 0).

We also mention that the case of absorbing boundary have been studied in [2] and in [16], [17] who prove the
existence of a reflecting Langevin process with an absorbing boundary.

Finaly, in [12] and in [25], it have been shown that using a certain type of scaling and limit in the drift and
diffusion parameters in (1.1), it is possible to pass from a Langevin model with specular reflection (1.1) to a
reflected diffusion model for the position process.

Discretization scheme for the confined SDE (1.1)

Without any loss to the generality, we present a discretisation scheme in case of the dimension d = 1. The scheme
can be easily generalized to higher dimensions by combining the discretization of the first d — 1 components of
the process (X, U;):>0, solution of (1.1), using standard discretization scheme in R%~1, and the confined scheme
presented in this section for the dth component.

As previously mentioned, in [5] the authors construct a weak solution to the equation (1.1) when the reflection
border is a hyperplane. The position process of this weak solution is written as the absolute value of an unconfined
Langevin process. The following scheme borrows the main ideas of this transformation by symmetry.

The confined process is discretized on an a regular mesh 0 = tg < t1 < ... < t, = T of the interval [0, T.
At = t;11 —t; is the time increment. We define the discretized process (Xt, Ut)ogth with an iterative procedure.
Knowing (Xy,, Uy, ) we construct (X, ,, Uy, ) as follows:

e Discretization of the position process. ~We denote by (}:/t)ogtg;r the prediction step of a new position. The
approximation process (X;)o<:<7 is simply obtained from (Y;) by taking the absolute value of the prediction :

thl = Xti + (ti+1 - ti)Uti (1.4)
Xti+1 = |Y;fz‘+1"

A collision of the discretized particle with the wall boundary takes place during the time interval (¢;, ¢;41], if



X,
t <t;— 07151 < t;11. We introduce the sequence of times (6;,i = 1,...,n) defined as
t;

t-—X' ift-<t-—Xti<t-
0, =" U’ g, o (1.5)

ti, otherwise.

We call the (6;) the collision times (expect when 6; = t;), and we observe that when 6; > ¢;,

Yy, = Xy, = 0.

o Discretization of the velocity process.

if 0; € (ti,t;41], a collision takes place during the interval:

fOl‘_ti < t_< 0; B ~

Ut = Utl + b(th Utb)(t — lfz) + O'(Wt — th)
at 9_Z Velocit_y reflection :

Uy, = _Ué)._
f01'791' < ég tit1 : B

U, = Ué‘,; + b(Xgi, Ué‘,;)(t - 92) + O'(Wt — ng)

(1.6)

else, no collision :

fort; <t<tiy1
Ut = Uti + b(th Utb)(t — lfz) + O'(Wt — th).

When d > 1, the scheme writes exactly the same, except that one have to adapt the computation of the collision
time and the velocity reflection as
x
t;
(Uti : nD)
and - -
(Up, - np) = —(Uy- - np)).

Similar schemes to the one presented above have been applied for confined and McKean non linear Lagrangian
models involved in the modelling of turbulent atmospheric flow (see [1] and [3]). In particular, particles collisions
with the boundary simulation domain are used to impose Dirichlet boundary condition for the velocity. The
scheme is also implemented in the WindPos' software for wind simulation and wind farms based on fluid particle
simulation.

In what follows, we prove the first rate of convergence result for the weak error produce by such scheme.

1.1 Main result

Let us first introduce hereafter our hypotheses. From now on, we implicitly assume that o is strictly positive. A
first set of hypotheses (Hjangevin) is needed to insure the existence of a solution to the system (1.1). A second set
(Hppg) insures the existence and the regularity of a solution to the backward Kolmogorov PDE associated to the
SDE (1.1). A third set (Hweak Error) 1 added to insure the weak convergence rate of order one.

Hypotheses 1.1

(Hangevin)-(2) The initial condition (X, Uy) is assumed to be distributed according to a given initial law pvy having
its support in D x R% and such that [}, 5. (|z|* + [u]?) po(da, du) < +oo.

(HLangevin)-(11) The drift b: RY x RY — R? is uniformly bounded and Lipschitz-continuous with constant ||b||ip-

(Hppg)-(i) The drift b is a C;’l(Rd x R ]Rd) function, and the first derivatives V b and V b are also Lipschitz
on R? x R?,

see https://windpos.inria.fr



(Hppg)-(3i) When x € OD, the d™ coordinate of u — b(x,u) is an odd function in terms of the d™ coordinate of
the variable u. The first (d — 1) coordinates of b(x,u) (denoted V' (x,u)) are even functions with respect to the
same d™ coordinate of the variable u. In particular, for any x = (x',0) € D and u € RY,

b(x7 u) = (blv b(d))((x/a 0)7 (ul7 u(d))) = (blv 7b(d))((zla 0)7 (ulv 7u(d))>7

where for any vector v € R%, v’ denotes the d — 1 firsts components and v'9 denotes the d™ one.

(HwWeak Error) o admits a Lebesgue density function that is still denoted g in L (D X Rd) and there exists eg > 0
such that
inf{; (z,u) € Supp(io)} B
inf{u; (x,u) € Supp(po) and v < 0}

£€0-
Remark 1.2. The results presented below remain valid if we assume that the drift b is also time dependent with
be CH(0,T); C;’l(]Rd x R%RY)) and Vb, Vb are Lipschitz.

Remark 1.3. The condition (Hppg)-(it) restricts strongly the set of drifts b for which we can claim a first order
convergence rate for the weak error. However a typical example of drift b, coming from the application of colloidal
particles carrying by a flow, respects this condition. A particle in a flow undergo a drag force that is modeled in
the velocity equation as

b(t,z,u) = —k(t,z)(u — V(t, x)),

where V(t, x) is the velocity of the fluid seen by the particle at position © and at the time t. In a laminar or
turbulent flow, a no-permeability condition at the wall is imposed, that implies that for all x € 9D,

(V(t, z) - np(x)) =0.
In our case of hyperplane D, this means that for (z,u) € 9D x R, V¥ (t, ) = 0 and
b D (z,u) = oD (z,u D) = —k(t, z) ul?.

For such important example, for x € 9D, b® (x,) is odd in u'D and the v/ components do not depend on u(®
and satisfy (Hppg)-(11).

Remark 1.4. Later in the proofs, we will introduce again the transformed drift b used in (1.3) to construct a
solution to (1.1) and defined as

bi (y,v) € R x RY v (1, sign(y @) (v, [y @), (0, sign(y®@)o®)).

where the function sign is defined in (1.11). Hypotheses (Hpangevin)-(41) and (Hppg)-(11) ensure the continuity ofg.

Indeed, for (y,v) € (R \ D) x R, by the hypothesis (Hppg)-(i), we have that b is continuous at (y,v).
Let (y,v) € 0D x RY, then by the evenness condition in (Hppg)-(ii), we have that

Z/(yu U) = b/((y/7 0)7 (’U/, _v(d))) = b/((y/70)7 ('Ulvv(d))) = }lbl{f%) b((y/> h)7v) = }lli{‘%y((yla h),’l)).

and
b(d) (y, ’U) == —b(d)((y/, 0), (’U/, —’U(d))) = b(d)((yl, O)7 (U/7 ’U(d))) = }liHlO b(d)((yl, h), U).
—

By (Hpangevin)-(1), bis also piecewise Lipschitz. Together with the continuity property, bis uniformly Lipschitz
with a Lipschitz constant ||b|| i, equal to 2||b||Lip.

Indeed, fori =1,...,d—1,
6D (2, u) — b (y, v))|
=)D ((2, |#'1]), (,sign(zD)ul®)) — @)D (W, [y D)), (v, sign(y D)o D))|
< ]]-{sign(f(d)y(d)):l} {Hb”LlP (HZE - y” + ||u - UH)}

+ ]]-{sign(z(d)y(d))z—l} ‘(bl)(z) ((y/7 |y(d) |)a ('U/, Slgn(y(d))v(d))) - (b/)(Z) (07 (’U/, Slgn(y(d))v(d))) ‘
+ ]]'{sign(m(d)y(d)):—l} ‘(b,)(Z) (07 (U/7 SIgn(y(d))U(d))) - (b/)(l) (Ov (Ul, Slgn('x(d))u(d))) ‘

+ L sign(a(@y(@)=—1} ‘(b’)(i) ((:C’, |x(d)|), (o, sign(x(d))u(d))) — (b’)(i) (O, (u, sign(x(d))u(d)))‘ .



lyll) < 2|z — yl| , we conclude that [b() (2, u) — b (y,v)| < 2[[6||Lip(lz — || + [[u — v]|). Similarly, for the
d-component, using several times that for any (x, y, u, v),

Using hypothesis (Hppg)-(i4), the third term above is bounded by ||b(") |;, ||u—v||. Moreover, since Lgign(a@y@y=—13 (2]l +

]]-{sign(x(d)y(d)):—l} (Slgn(y(d))b(d) (07 (0/7 Slgn(y(d))v(d))) - Slgn(x(d))b(d) (07 (vlv Slgn(x(d))v(d)))> = Oa
we obtain with the same decomposition that as well that,
0D (2, u) = b (y,v)| < 2/ [[Lip([|2 — ]| + [lu — v]])-

Remark 1.5. The condition (Hweak Error) 01 the support of o implies that the first collision time of the scheme
(1.4)-(1.6) is almost surely separated fromt = 0. In the proposed scheme, the first possible collision time before
At is

Xo
—_——> 0.
Us = g0 >

Rate of convergence result

We denote by Q7 the set (0,T) x D x RY. For any measurable function 1 defined on D x R?, we consider the
function F' : Q7 — R defined as
F(t,z,u) = Ep(Xs™" Uz") (1.7)

where the process (X5*", UL%") 5, solves the SDE (1.1) that begins at time ¢ with values (x, u).
Our main result is the following

Theorem 1.6. Assume (Hpungevin), (Hppe) and (Hweak Error) and fix T > 0. Then, for any test function 1) €
Ccl,’1 (D, Rd; R), there exists a constant C F.0.b,T,uo SUCh that we can prove a first order convergence bound for the
weak approximation error:

|E(Xr, Ur) — E(X7, Ur)| < Cropru, At (1.8)

where Cp o5 1,1, depends only on the solution F to the PDE (1.9) and their derivatives, on the drift b and their
derivatives, on the diffusion constant o, on the terminal time T and on the norm ||po||L= of the initial density
distribution of (Xo, Up).

A key argument in the proof of the theorem resides in the regularity we can show for the function F'
We start, showing first in section 6 that when ¢ is in C.(D, R), F is a weak solution to the following backward
Kolmogorov PDE (see Proposition 6.4) with specular boundary condition:

2
OF + (u- Vo F) + (b(z,u) - Vo F) + %AuF — 0, on Qr,

F(T,xz,u) = (x,u), on D x RY, (1.9)
F(t,z,u) = F(t,z,u — 2(u- np(z))np(x)), on 7.

with E} defined in (1.10). A priori L? bound for first order derivatives of F is shown in Section 4. The proof of
this result is based on the probabilistic expression of F" in (1.7). Section 5 is dedicated to higher order regularity
result using L? energy inequality formulation. Furthermore, in section 4 we show that the first derivatives are in
L% (Qu).

Section 2 presents a schematic proof of the weak error rate in the case of a diffusion without any boundaries.
We also introduce some results needed for the proof of the main theorem. The proof of Theorem 1.6 is given in
section 3 and is based on regularity obtained on F'.

In order to simplify notations, the analysis for Section 3 is given assuming d = 1. In the other sections, the
dimension d is arbitrary, unless it is explicitly mentioned.



1.2 Notation
The space Cv'"" (R% x R%; R%) is the set of continuous and bounded functions on R¢ x R, with continuous and

bounded derivatives with respect to the variables in R? x R?, up to the order I and m respectively.
The space C™(R? x R?; R?) has the same definition but for functions with compact supports.
The space CL(RY) is the set of continuous functions on R? with compact supports, with continuous and

bounded derivatives up to the order .
For all ¢ € (0, T, we introduce the time-phase space
Q: :=(0,t) x D x RY,

the outward normal to D noted by np and the boundary sets:
St = {(z,u) € 9D x R¥s.t. (u-np(x)) > 0}, ¥ = (0,t) x B,

S i={(z,u) € D xR¥s.t. (u-np(x)) <0}, ;7 :=(0,t) x T, (1.10)
¥ = (0,t) x X9,

0 :={(z,u) € 0D x R¥s.t. (u-np(x)) =0},
and further X7 := E; U Z% UX, = (0,T) x 9D x R4, Denoting by dogp the surface measure on 9D, we

introduce the product measure on >p:
dAs, = dt @ dogp(z) @ du.

We introduce the Sobolev space
H(Q:) = L*((0,1) x Dy H'(RY))

equipped with the norm || ||4;(¢,) defined by
161300 = 10172000 + IVudlZ2(q,)-

We denote by H'(Q:), the dual space of H(Q:), and by (, )3/(q,) #(q,)- the inner product between H'(€);) and

H(Qu).

We further introduce the space
L*(2%) = {¢: T - Rst /i [(u - np ()] [, z,u)|* dAsy (t, 7, u) < +ool,

T

equipped with the norm

1l ety = ¢ [ @)l ot s ().

The space L?(Xr) is defined, through the respective restriction on E% denoted |+ as
T

L*(Tr) = {¢: Sr = Rstylys € L(S7)},

and equipped with the norm
||¢||L2(2T): ||¢‘2;||L2(2;)+”¢|z;||L2(z;)~
The following convention for the function sign: = € R — R is considered:
—1, for x <0
(1.11)

sign() = { 1, for x >0

For multidimensional functions, we use the following definition of L? space:

PQrE) = {0 Qr o B st [l < +oc),



where |||| is the Euclidean norm on R9.

L2(QriR™) = {42 Qr — R™ st /Q [l12 < +oo},

where ||||  is the Frobenius norm i.e. for any d x d matrix A, ||A| p = \/Tr(AAT) = \/Zle 2?21 laij|?.

s
8x]—

We denote by Jac,(¢) = ( ) the Jacobian matrix of ¢ : R? — R? w.r.t x and Hess, ,,(p) =
1<i,j<d

82
( Ld ) is the Hessian matrix w.r.t (z,u) of ¢ : R x R? — R,
c')xié)uj 1<i,j<d

For any functions G: Q7 — R, v1: R — R, y2: R? i R and 73: R? — R, we define the joint convolution
G * (y172y3) atany (¢, z,u) € Qr as :

G (myys)(tz,u) = [ Gy, v)n(t — 1)@ —y)ys(u—v) drdydo.
Qr
In case of multi-dimensional functions, the convolution applies on each components.

We will denote by || f||Lip the Lipschitz constant of a function f from R¢ to R?, defined as the smaller constant
C such that

1f(u) = f(@)]| < Cllu— .

For a mapping R x R? 5 (z,u) — f(z,u) € R% we denote by || f|lsc, Lip, - Lipschitz constant of f with
respect to u, uniformly on z, defined as

[ fllso, Lip, = sup [If(z,)l|Lip-
zERC

2 Preliminaries

We present a schematic of the usual method to obtain the weak error convergence rate. Let’s consider a process
(Zt)o<t<r, defined on R, that is simple and unconfined SDE:

dZt = b(Zt) dt +o th

where b is a sufficiently smooth bounded function. It is well known (see e.g [14]) that, for any ¢ in CZ(R), there
exists a classical solution g € C;’Q((O, T') x R) to the backward PDE:
dg dg 0% 0%
A YOOt AT A
o M5 T T g
g(T,z) =9Y(2) VzeR,

0

such that g(t, 2) = E(Zy?), where (Zy*,0 > t) is the flow solution starting from the point Z;”* = z. We denote
by L the infinitesimal generator of the process (Z;);>o defined for any h € C? by:

Lh(z) = b(z)%(z) + %%(z).

We introduce a regular time grid 0 = o < ?; < ... <t, = T, and the corresponding times-freezing function
n: RT +— R defined as n(t) = t; when t € [t;,t;41). We consider the continuous version (Z;);>¢ of the Euler
scheme applied to Z as:

t
Zt = ZO + / b(Zn(s)> ds + O'Wt.
0
Now for any z € R, we consider also £7 the differential operator defined also on C? functions by:

0_2 2
Loh(z) = b(i)%(z) + ?%(z).



The weak error produced by the Euler scheme for the test function v can be obtained by applying the Itd’s formula
. . . . . 0,z
two successive times. From a first application, we get for a fixed z € R, since ¢(0, z) = Ey(Z;7),

E(Z97) — Ep(Z97) = E [g(T, 237) - 9(0,2)]

T — ~ —
- ]E/ (gt 20) + L0 g(t, Z0)) dt =
0

Since 0:g + Lg = 0, the previous equality becomes

T _
Ey(Z%7) — By (Z29%7) = ]E/O (LGmg(t, Zy) — Lyg(t, Zt)) dt = E/ 99 == (t, Zy) (0(Zy 1)) — b(Zy)) dt

0 z
Now observing that for every time step ;, we have that £Z4 g(t;, Z;,) = Lg(t;, Zy, ). by applying the It6’s formula
once more on the interval [n(t), t), we get

o 2) - euizg) < [ [ as (0 (3020 02y0) - 02))
v [ [ as(3500.2) () -u2) ).

Since g has bounded derivatives, the stochastic integrals from the applications of the It6’s formula are martingales.

The At factor, for the weak error convergence, is then extracted from the inner integral, since for any ¢ € [0, T,
[t —n(t)| < At. If bis in CZ(R) then there exists a constant K1 which depends on 7" such that for alln = 0, 1,2,
107g(t, 2)| < Kr|[t)||yse. This can be proven directly from g(t, 2) = Et(Z%?). Then, the previous equality
can be bounded by

t

Ey(Zy") = B (Zy7)| < Congo0p,0,0 A
where Cya, 583, 7 depends only on bounds for the derivatives of 1 up to the order 3, derivatives of b up to the
order 2.

The proof of Theorem 1.6 is build on the same arguments, with certain particular differences that need to be
adapted suitably:

e In Section 5, we prove that the solution to the Kolmogorov PDE (1.9) has some regularity in the L?(Qr)
space (see Theorem 2.1), instead of in L>(Q)1) space as in the previous sketch. Therefore the distribution
of the initial values will be used to make appear L? norms in the previous arguments.

e Also, since we are interested in a confined SDE and backward PDE with specular condition, we will have to
take into consideration boundary effects and adapt the form of the continuous version of the time discretiza-
tion scheme.

e In order to apply Ito’s formula as previously used, a time-continuous version of the schemes (1.4) and (1.6)
need to be introduced. For this we consider first the function 1: R* — R defined as previously as

n(t) =ti, VtE [ti,tis1).
Second, recalling the definition of the collision times in (1.5), we introduce v: R™ — R™ defined as:
ti f tz <t< 92
v(t) = = @.1)
;i forf; <t <tiy1.

We recall that 6; is meant to signal if a collision is to take place on the interval [¢;,¢;11). If there is a
collision on this interval, then v is ¢; before the collision and 6; after. If no collision takes place then v is ;.

With the help of ¢ — n(¢) and t — v(t), we write the continuous version of the discrete process as:
Yy = Xy + (t = 0(t)Uper)

t
X :Xo—i—/ U, (s sign(Y;) ds
t 0 n(s) (2.2)

t
Ut:UO+/ ( v(s)» U )dS+0'Wt*2 Z Usf]lezo'
0

0<s<t



2.1 The backward Kolmogorov PDE

We give some regularity results on the solution of the PDE (1.9).
Theorem 2.1. Assume (Hppg). When 1 belongs in C.(D x R, R), F defined in (1.7) belongs in H(Qr), and is
solution in the sense of distribution to the backward PDE:
o2
OF + (u- V. F)+ (b(z,u) - Vo, F) + ?AuF =0, on Qr,

F(T,z,u) = (x,u), on D x R?,
F(t,z,u) = F(t,z,u — 2(u - np(x))np(x)), on 7.

(1.9 bis)

When b € CHH (DR R), then F is in C([0, T]; L (D xR?); RH)NC([0, T) x D x RY; R)NL2(Qr; RY). The
derivatives V . F and ¥V , F exist and belong in C([0, T]; L (D xR%); RY)NC([0, T] x D x R4 RY)N LA (Qr; RY).
By continuity up to OD, a trace on Y exists for those functions in L*(Xr; R?).

Moreover Hess. ..(F), Hess, . (F) € L*>(Qr; R??).

The proof of Theorem 2.1 is divided in the three following sections:

e We prove that F' has derivatives w.r.t. « and u that can be extended up to the boundary ¥7 and have finite
L?(27) norm, we will make use of the probabilistic form of F in (1.7). In section 4, we show the regularity
of the flow of the free Lagrangian process (in the sens of Bouleau Hirsch) and apply this result to prove the
existence of the first order derivatives of F' (see Lemma 4.6).

e In section 5, we show the L? regularity of the Hessians of I using a variational approach on the PDE (1.7)
(see Corollary 5.5).

e In section 6, we extend some results of [6] on the semi group of the confined Langevin process with a drift.

2.2 Begining of the proof of main Theorem 1.6

Let us start with the weak error term
Xo,Uo 77X0,U >Xo,Uo 77Xo,U
Ew(XTO O,UTO 0)7E1/}(XT0 O’UTO O)

for a given test function .
From the definition of the function F' in (1.7), we have

E’(/J(X,J)«(O’UO,U;«(O’UO) _ Ew(X:,)fmUo’ Uj{(o,U[J) _ EF(O, Xo, UO) _ EF(T, X?07U07 Uj{(o,U[J)

i+1 i+1

n—1
—EY (Pt X200, 0X00) = Fltin, X200, 0207))
=0

n—1
7 X0,Uo 77X0,U, - XUy 77Xo,U
= EZ <F(ti,Xti° CUST0) = Ftiy, X000, U2 0)) )
: i+1 i+1
=0
Let us explain the last equality. The function F' is continuous with respect to its three variables (¢, z,u) (see
Lemma 4.5). So if t;41 is not a collision instant, then the scheme (X, Ut)ogth is continuous as time ¢;1, SO
the passage from the second to the third line in the previous equality is obvious. If at ¢, a collision takes place,

then
X{O,Uo — XXO-,UO -0

t;
tiy +1
and
7Xo0,Uo _ _ 77X0,Uo
;5o Vo = —gXoth,

i+1

and since F' satisfies the boundary specular condition, then we obtain once more the equality.
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Now the collision times are introduced via the function ¢ — v(¢) in (2.1) as follows:

E¢<X7)~<O’UO, UY{(O,UO) _ E,L/)(X',Z)fo,Uo7ﬁ;{07Uo)

n—1
=B 3 (Rl K O — R, K 0 )

V(t +1) V(t1+1)

n—1
+EZ < z+1 XU7U0 UXOLUO) ) F( (tz_+1) XXOLUO aUXOLUU ))

v(t; +1) (tia v(tia)” v(tig)

Xo,U, Xo,U. Xo,Uo 7 Xo,U
+EZ< i) Xoqn 0 s ) = Bty X270 U 0)>'

i+1 i+1 i+1

From the definition (2.1), v(t;| ;) = t; if there is no collision inside the period (t;,t;1), otherwise v(t;, ) =
0; # t;. If no collision takes place, then by the continuity of F the first two sums of the r.h.s. are zero. If a collision
does take place, then by the specular condition on F’, the second term of the r.h.s. is zero. So the previous equality
becomes:

B, U0 ) — By, T

:EZ (F(ti,Xff°’U°7Uf“’U°) — F(ulty,), XKoo oo ))

v(t; +1) v(t 7+1)

(2.3)

V(t +1) V(ti+1) i+1 fz+1

+EZ( (tin)s X0 U200 ) — (b, X0, UXO’UO))

The first sum in the r.h.s can be seen as the contribution to the error of the discretized process before the jump on
the time-step [¢;, t;11], while the second sum is the contribution to the error of the process after the collision.

We continue the proof of the main theorem in Section 3, with the help of Theorem 2.1.

Before that, we end this section with the estimation of a bound for the L°° norm of the density of the confined
time discretized process. In [5], it is shown that the confined Lagrangian process (1.1) admits an explicit density.
Following the same arguments, we exhibit a transition density for the discretized confined Brownian primitive (i.e.
b=0):

Lemma 2.2. Under (Hwea Error), the process solution to the system (2.2) with drift b = 0 has a bounded density
p°(t, ¢, n), bounded by 2||po || oo (p xr)-

Proof. Starting from a given (z,u) in D x R%, the process (2.2) without drift can be written as:
t
Ty =T+ / Uy (s) SigN (i‘n(s) + (s — 77(8))12"(8)) ds
0 (2.4)
U = U + O'Wto -2 Z ’ITLS—ILiSZO
0<s<t
where (Wto)tzo is a standard Brownian motion. Following the arguments in [5], we introduce the continuous
time-discretized free Langevin process with b = 0:
— t —
Zy = —‘r/ Vn(s) ds
0

Vi =u+ oW,.

2.5)

The position process Z; can be rewritten as

Zt = x+Ut+UZWti/\t(ti+l /\t—tl /\t)
i>0

Since (W})¢>0 is a Gaussian process, then (Zs, ‘7t)t20 is also a Gaussian process due to the fact that it can be
written as a linear combination of random variables sampled from a Gaussian process at different instants. In

11



particular, there is a Gaussian transition density for the time-discretized Langevin process with no drift, denoted
as p (see Section B for the explicit expression for p’.)
Define S; = sign(Z,;)+ to be the cadlag modification of the process (sign(Z;))o<i<7 and set

(X5.05) = (124, S Va).- (2.6)
Then, by the 1t6’s formula, we get

Ut—u—i-/S dVi+ Y VLAS, _u+a/s dW, + Y V.AS,.

0<s<t 0<s<t

Since ( fo Ss— dWs): = t, by Lévy’s representation theorem, the process (W = fo Sy dWy,t > 0) is a Brow-
nian motion. Also, by continuity of the process (V;)o<i<r, for any t € [0,T], U = V;-S;- = Vi S,-.
Consider a time interval [t;, ;1] such that t; < 6; < t;;1, then if Sy > 0, then 507 > 0 implying that
ASy, = -2 = 725‘0; and if S n) < 0, then Sef < O resulting in ASyp, =2 = 72507 These considerations

give that Vy, ASy, = —2U;, and finally, we have that
Utc = U+ O'Wtc — 2 Z Uscf]l{)’(g:()}
0<s<t

Considering that (Zf)o<;<7 change it sign a finite number of time, it admits a regularity C'! by parts. We obtain
that

t
=|Z| ==z —|—/ sign(Zs)Vy(s) ds.
0
From (2.5), we notice that

Zy = Zny + (= (t)) Vo) = sign(Zyy) (12 + (8 = n(t)) sign(Zyw))Vaw)

since sign(ab) = sign(a) sign(b). So,

Zs = Syy (Xeqoy + (£ = ()T

and
— t < 7 [/
)(tC =x+ /) sign (Sn(s) (X,;(é) + (5 - U(S))Uﬁ(s))) V”I(S) ds
t
— x4+ /0 sign (X;(S) + (s - n(s))U&s)) Si(s) Vis) ds
t
0
obtaining finally:

t
Xi=u= +/0 sign ( nis) T (5= ’7(5>)U5<8>) Untey s

UtC:U‘f'O'WtC—Q Z ULS,]I{XS:O}

0<s<t

This shows that (X, Uf)o<i< defined as (2.6) is equal in law to the solution of (2.4) (%, %;)o<i<7- This also
implies that (|@;|)¢>0 is equal in distribution to (|u + W;|);>¢. Furthermore, for any measurable and bounded
function h: RT x R — R:

Eh(zy, 1) = B (W(Ze, Vi)l z,501) + E (M(=Z0, =Vi)1(2,<03) -

as {Z; = 0} is negligible. The transition density of the discretized reflected process p°: (RT x (Rt x R)) x
(RT x (Rt x R) — R is then equal to

pc(07x7u;t; ga C) = ﬁL(O,J},U,t, 57 C) +Z§L(05 T, u; tv _ga _C)

12



where pl is the transition density of the time-discretized free process (2.5) computed in Lemma B.1 of the ap-
pendix section B.
Now we consider the hypothesis (Hweax Error)» and p1o the density of the initial random variable (X, Up). The

. —Xo0,Uo —Xo,U :
density of (Z; ©7°, @; 7 °)o<i<T Writes

pe(t;€,¢) = /R . P(0; 2, us 45.€, Q) po(z, u) dedu
=/ (P (0;2,u; €, ¢) + P (0; 2, us 5 —€, —C)) po (2, u) ddu
RxR+
= /R o (PN(ozt,M,W))@ — (@ +tu), (= u) + PA(0.5 s ) (T — (@ +tu), = — U)) po(z, u) drdu,

where p N (0,50 e me)) denotes the centered Gaussian density with covariance 3; a¢,,(;) computed in Lemma B.1.
Then

P°(t:€,0)
< ||M0HL°¢(DX]R) /R R(PN(O,ELAM(t))(f — (x4 tu), —u) +pN(0,Et.m.n<t>)(—f—(fC + tu),—(—u)) dzdu
X

< 2||M0||Loo(DxR)-

3 Weak error estimation

In this section we prove the main theorem 1.6. In order to simplify the presentation, we give the proof for the
dimension d = 1 and in order to better understand the various definitions for the errors that have been introduced
we refer to the diagram 2 in the Appendix section A.

The contributions to the error (1.8) mainly come from the discretisation of the drift of the position process and
of the drift of the velocity process. Each of these components will be separated in the terms before the collision
with the reflecting boundary and after the collision. As seen in the sketched proof in Section C.1, the It6’s formula
is applied two times in the terms of the decomposition of the error (2.3). Those terms involve the function F' in
(1.7) which does not have apriori a sufficient regularity. To overcome this difficulty, we first smooth the function
F for each variables (t, z, u), with the mollifying sequences (S, o1, Gm ) k,1,m>1-

Smooth approximation of F.  We construct (8x)x>1, (p1)i>1 and (g, )m>1, Some positive approximations to
the identity such that:

T 1
Supp(Bk) C (0, k) Supp(p1) C <_1’0> and  Supp(gm) =R. (3.1

For (Bk)k>1, we consider the function ¢ — ((t) defined on R by

e (=
B(t) = P t(T —t)

0 otherwise.

) fort € (0,7T) , 32)

1
Then for k& > 1, we set 8 (t) = C'kB(kt) where C” is such that B(t)dt = Yok With the choice for the
[0,7]

support of 3 to be included in (0,7"), we have that any convolution on [0, 7] is zero at ¢ = 0. For example

consider the function h: [0,7] — R, then the function h: s — Br(s — 7)h(7) dr is such that for any
[0,7]

k > 1, h(0) = 0. We can easily see this in the following graph where we consider T = 1, K = 10 and

h: s 1 1y(s)(2 = s).

13
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Figure 1: Convolution (in blue) on [0, 7] between s — h(s) = 1o 1j(s)(2 — s) (in red) and mollifier By

For (p;);>1, we consider the generating function = — p(z), defined on R by

1
o) = exp <_;v(—1 — :c))) forz € (—1,0), 3.3)

0 otherwise.

1
Then for any [ > 1, p;(z) = Clp(lz) where C is such that / plx)de = =

o
R
For the sequence (¢, )m>1, we choose to use the Gaussian kernel v — g(u) on R with
1 u? >
u) = exp | —— (3.4)
g(u) o P ( 5

by taking g, (u) = mg(mu). We obtain the smooth function: ¥(¢, z,u) € Qr,

Frpm(t,z,u) = F(r,y,0)Br(t — 7)pi(x — y)gm (u — v) drdydv. (3.5)
Qr

We mention again that for the choice of the mollifying sequence (5 )x>1 to have support on (0, %), we obtain
that
V(z,u) e DXR, Fim(0,z,u)=0.

We denote by L the infinitesimal generator for the process (X, Up)o<i<:
o2
L =ud, + b(x,u)d, + Eaiu

As a corollary of Lemma 5.2 in Section 5, we have

Corollary 3.1. The smooth function Fy. | , defined on Qr satisfies the following equality for any (t,x,u) in the
interior of Qr:

0
(8t +L> Fk,hm(t,x,u) = Rk,lm[F](t,x,u). (3.6)
with
Ryl F)(t,,u) = R, L [F)(t 2,u) + R, [FI(E @, 0)
where

Ri?l,m[F](t’ x,u) = (aﬁrF * (UQmplﬂk))(tvxvu) + b(xvu) : ((auF * (gmplﬁk))(tvx’u))
—((b- OuF) * (gmplﬁk))(tvx’u)

RIm F)(t,2,u) = Bu(t)F(0,+,) * (gmpr) (2, w).
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Proof. We apply Lemma 5.2 by noticing that for any (¢, z,u) € Qr, f(t,2,u) = F(T —t, z,u). We have by the
definition of f ; ,,, in (5.4) for any (7,y,v) € Qr and since Si(t) = Bi(—t)

Jrgm(T —T7,y,v) = ; F(s,2,u)Be(T — 7 — 8)pi(y — ) gm (v — u) dsdzdu

= F(T =t 2, u)Bu(t — T)pi(y — 2)gm (v — u) dtdzdu 3.7
Qr

= / F(ta x, U)ﬁk(T - t)pl(y - .’13)gm(’l} - U) dtdzdu = Fk,l,’m(Ta Y, U) )

where the change of variable s — T'—t was performed and we obtain that 0, fi, 1 m (T —t, ,y) = =0 Fiei.m(t, 2, y).
Now we consider the rest term Ry} | [f] of Lemma 5.2 and have

Rlc 1, m[f](T - T’y7’U) = Ek((T - T) - T)fl,m(T’yav)
= Bo(=1)Fim(0,9,0) = Br(7) Frm (0,5, 0)
Rklm[ ](T’y7v)

with Fl,’m(oa B ) = F(Oa B ) * (gﬁLpl)('? )
From these equalities it is straightforward to conclude the result of the lemma. O

Ril,)l,m denotes mainly the spatial contribution to the regularization error. Since we choose ¢ in C}'1 (D xR; R),
applying Theorem 2.1, we obtain that 9, F and 9, F are well defined and belong in C([0,7; L°°(D x R);R) N
C([0,T] x D x R;R). Later in Lemma 5.3 we prove that Ri‘?l’m converges uniformly to 0 as k, [ and m go to
infinity.

R{“}m is mostly a temporal contribution to the regularization error. We prove that fOT R};“;m[F] converges
uniformly toward F'(0, -, -) as k, [ and m go to infinity.

Now we can go back to the error decomposition made in (2.3)

B (X0, Up o) — B (X0, U7 )

n—1
=B (P 5050 Flvtiza), K 05 )

(t +1) V(ti+1)

n—1
+ EZ ( z+1 Xo,Uo UXOLU(J ) _ F(t;rl,XXO’UO UXO,UU)> ,

V(ta;l) v(tiiy) tit1 tita

and introduce the smooth solution and pick & such that Supp(8;) C (0, At A &) with eq defined in (Hweak Error):

By, UFo%) - (R0 %, 070 )

“E) (Fk’l’m(ti’)_{gm%’ Uo) = Frpm(v(t,), X000 g7t >>

V(t +1) V(t¢+1)

+EZ (Fk’l’m( tiv1); X0t R0y — Bt 1+1,XX° Lo %o UO))

v(ti)’  v(ti) i1 tiie
n—1 n—1
P (P Fuan) (0 X010, 000)) ~E D ((F = Fugon) 0800, K205, 050 )
i=0 i i i+1
n—1
_ - v Xo0,Uo Xo Uo o Xo,Up 77X0,Uo
FEY (P Fuan) 1650, X0, 050 ) - EZ (P Bt (1, K005 ).

(3.8)
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3.1 On the error terms introduced by regularizing the solution

The regularisation in time and space components introduce some errors that we analyse. Special care is taken for
the time regularisation since it introduced a term R}™  that cannot be bounded uniformly in k. We denote by
Reg; ; ,,, the term:

n—1

n—1
Regk,l,m =E Z ((F - Fk,l,m) (t’ia Xt)ijOa U§07U0)> —-E Z ((F - Fk,l,m) (V(ti_Jrl)) XXOLUO ) UXOLUO ))

. V(ti+1) V(ti+1)
=0

I
-

n—1 n
TEY ((F = Fa) (Wltry), X000 oo )) E ((F Pt (50, X500 D20)

(t +1) V(ti+1) =0 +1 tz+1
(3.9)
Assuming no collision takes place on the first discretisation interval
If no collision takes place on (tg, t1), we have that
— n—1
o Xo,Uo 77X0,U Xo,U Xo,U
Regk,l’m = Z ( (F — Fklm ) (t ivXtiO OvUtiO 0)) - ]EZ <(F - Fk7l7m)( v(t 1+1) Xy(;) +f) Uu(;] +f) ))
i— i=1 ’
n—1
— Xo,U X 7U Xo,Uo 77X0,U0
+E > ((F_Fk,ln’n)( v(tiis), X,,(ii—:) (1 ) EZ ( F = Fim) (t 7,+1’XZ+1 Utm ))
+ ]EF(O Xo, Uo)
(3.10)

Assuming a collision takes place on the first discretisation interval
If a collision takes place on (g, t1), we have that

Regk,l,m = Z ( F Fk | m (tuXXO o UXO UO ) - ]EZ <(F - Fk,l,m) ( (tz_+1) XXO’—UO 7UXO o ))

P V(ti+1) ”(t1+1)

n—1

FEY ((F = Fam) 00050, X502 03000 ) <3 (7= ) 17 X200, 009))
‘= Vitita v(tiiy) ‘ tipa it1
+EF(0, X0, Up)
(3.11)
In both cases we denote
Regy. ) = €pton + EF(0, X0, Up) . (3.12)
Forany i € {0,--- ,n — 1}, we denote the error obtained before a collision as:
s (i) = E | (Fam(ts, X707, 0% = Pt (05, X507 0% Dpsequnnian | (3.13)
and after the collision as
exw(i) = | (P00, X350, O50) = Bt X200 090 ) M| G14)
If no collision occurs on (¢;,t;+1) the error is denoted as
enor (1) = E {(Fk,l,m(ti,XﬁO’UO,Uj?O’UD) — Friml(t ZH,XX:UO UtXf;UO)> n{gi_ti}} . (3.15)
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The €pR, €ar, €Nor are the terms that we develop through an application of Itd’s formula. On each sub-intervals
[ti, 0;)), we introduce the partial differential operator

EBRh(t,x,u) = (Ut 8 h+b(Xt1,Ut )6 h-‘r 82 ) (t,x,u),
and on the interval [0;, t;11) we define:
Larh(t,z,u) = (—Utﬁwh—&— b()_(,,(t) v () Ou h+ 82 ) (t,x,u),
if no collision occurs on (t;,t;11), for any h € C112(Q,), we have the operator
ENoRh(t,x,u) = <Ut 8 h+b(Xt1,Ut )8 h-‘r (92 ) (t,x,u),
where h € C12(Qy). The subscript BR signifies "before reflection”, AR signifies "after reflection” and NoR
signifies "no reflection". The sign(Y;) dependency is in fact a constant term such that
B ].7 Vit € [ti,ﬂi), 01 7é ti, BR
Slgl’l(}/t) = -1, Vte [Gi,tiﬂ), 0; 7& t;, AR
1, Vte [ti,ti+1), 0; =t;. NoR

or to be more explicit, sign(Yt) equals 1 in Lgg and Lnor and —1 for Lag. It can be seen that the differential
operator Lgr and Lyor (before a collision or if no collision occurs) are similar, so the results from one apply to
the other if the time interval of application is adjusted accordingly.

By applying the Itd formula to the first two terms of (3.8), we obtain that:

By, UFo%) - Ep(RFo%, 070)
n—1

=EY. (Fm,m(ti, XU grotoy - By (v(ty,), X0t gXeto ))

i V(t11+1)’ v(tiiy)
=0

*EZ <Fklm (ti1); XX”’U° U207 = Fram(ti, X207, 07 U°)> +Regy 1

) V(ti+1) i1 tit1
n—1
=D (emr(i) + ear(i) + enor (i) + €1 + EF (0, Xo, Up)
— " (3.16)
n—1 i 0;
=-) E ]l{ez-e(t,-,tm)}/ (O + Lor) Fiem (5, X0, USXO’UO)dS]
i=0 L ti
n—1 r tit1
-) E ﬂ{eie(ti,tm)}/g (Or + LaR) Fi (s, XX0V0, T X0 T0) ds}
i=0 - i
n-1 r tit1
- E ]1{91,:“}/ (0t + Lxor) F,m (5, XXV, U Xoolo) ds] + 6t + EF(0, Xo, Up).
i=0 - ti

The stochastic integrals terms are actually martingales since by Theorem 2.1, 9, F € L*=(Qr). Since Fy, ., is a
solution to the equation (3.6):
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Ew(XT{(mUo’ Uq{(o,Uo) _ E’L/J(X,I)ED’UO,UE{(“UO)
n—1

Z epr (%) + €ar(?) + enor (7)) + Ezelg,m +EF(0, Xo,Up)
0
1

<.
|

3

0;
1{9ie(ti,ti+1)}/ (L — LoR) Fiop,m (s, X 0oV0, U X0V ds
t

7

I
‘M

s
I

3 o

—

tit1 _ B
+ Eﬂ{@ié(ti,tHﬂ} / (L — ﬁAR)Fk717m(8, X'S)((LUO’ U;)(O,Uo) ds
i=0

n tit1 B B
+ Z Eﬂ{gi:ti} / (L — [/NOR)Fk,l,m(S; X;)(O’UO, USXO’UO) ds
i t;

(3.17)

i+1 _ _
- ZE / RS, [F(s, XXoUo fXoUo) g

n—1 tiv1 B B
=3B [ RIPYs, XE UF) ds + BP0, X, V) + -
t

Remark 3.2. By Theorem 2.1, F is in W11 2(Qr). A generalized Ito’s Lemma (see e.g. Theorem 1, page 122
of [18]) with the extension for unbounded domains and hypo-elliptic diffusions, should have been applied in this
part of the proof, instead of regularising F.

We now present a lemma that gives the convergence of the various terms that compose the error obtained by
regularization.

Lemma 3.3. We have that

()

Reg k,l,m—o0
€him| — 0

k,l,m—oco

i+1 _ _
(ii) / klm[F](SvX;(mUOastmUo)ds_EF(OvX()aUO) S0

Proof. Convergence (i).

According to the Lemma 4.5, F is continuous and bounded on Q7 and in fact we can extend naturally F' as a
continuous, bounded function on [0,7] x R x R (for an example of such an extension on the whole domain see
the calculations (4.25) in Section 4 and take F'(t,xz,u) = f(T — t, z, u)).

We recall that if a collision occurs on the first interval (¢, t1), that we have that

n—1 n—1
R vX0,U0 77Xo0,U — v Xo,U 77 Xo0,U
ek’elg’m =E Z ((F - Fk,l,m) (t'ia Xt,i 0 07Uti o 0)) —-E Z ((F - Fk,l,m) (V(ti+1)7 XV(:;_T)a UV(:7—+f))>

i=1

n—1 —
_ - v X0,Uo  77X0,Uo Xo0,Uo 77X0,Uo
HE;((F F’“’l’m)(V(t”l)’Xu(tm)’Uu(tm)) Z<F Fotan) (i X200 U )>
(3.18)

and we apply Lemma A.6, in the Appendix section A, which states we have that Fy, ; ,,, converges uniformly on
any compact of (0, 7] x R x R. In our case, we consider the compact [eg A t1,T] x R x R.
By condition (Hyeax Ermor) (see Remark 1.5), the first collision time v(¢7 ) is such that v(¢]) > €q, therefore the
random variables Fj 1, (i, XX07U0 UXo,Uo) (this term considered only fori > 1), Fy, ; (v (tlﬂ) XX(‘;LUU) U)EELUO),)
i1 vt
Fk,l,m( (t L_H) X)?;LUO)’ U)iowUO)) and Fk,l,m( A XXO’UO Uth, %) converge almost surely to F(£;, XXU,UO’ Uéfo,Uo)’
+1 +1 i+1
— Xo,Uo Xo,Uo - Xo,Uo Xo,Uo Xo0,Uo 77X0,Uo
F(u(t;,), X Y Uu(r ’- ) F(V(ti+1) X Ve )’ U ey )) and, respectively, F'(t;,, X o Ut1+1 ).
F is a bounded function, then €5 k m £oes to zero as k, [, m go to infinity by the Dominated Convergence Theorem.
Similar arguments apply if there is no collision on the first interval (to,t1)-

Since
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Convergence (ii).

Since & has been chosen such that Supp(5x) C (0, At A ), and since no collision occurs on (0, At A gg) =
(to,t1 A eg) (see Remark 1.5) then we have that

i+1 _ B T B )
Z/ Ry [F)(s, X500, UF0 ) ds :/ R o [F(s, XFoto, U0 %) ds
ti 0

= [ B0, ) (g (EF 2, DX
0
AtANeo
= /0 Br(s)F(0,-,-) * (prgm)(Xo + sUo, Up) ds

By uniform convergence arguments of convolutions used in the previous section we have that F'(0, -, - )x(p19m ) (Xo+
sUy, Up) converges a.s. to F(0, Xy + sUy, Up). We introduce the function g: [0,7] — R, such that for any
€ [0,7T] g(s) = F(0,Xo + sUp,Up). By Lemma 4.5, we have that F' is continuous on Qr, therefore g is a
continuous function on [0, T').
For any € > 0, there exists § > 0 such that [g(0) — g(s)| < ¢, forany s € (0, ).
We recall that Supp(8x) € (0, %) so the previous equality becomes

= ANAtAegg = ANAtAeg
/0 Br(s)F (0, Xo + sUo, Up) ds — F(0, Xo,Up) = /0 Br(s)g(s)ds — g(0)

T AAtAeo
- / B(5)(g(s) — 9(0)) ds

so for every k such that % A At A gg < 6, we obtain that

FAAtAeo T AAtAeg
[ aeue —gas << [T s =<
0 0

Thus, fo fAAtACo Br(8)F (0, Xo + sUy, Up) ds converges almost surely towards F'(0, Xo, Up). As F is a bounded
function therefore

= ANAtAegg = ANAtAeg
/ BP0, X0 + U, Uo) ds| < [Pl oy [ Bu(s) ds = | Fll o)

then by the dominated convergence theorem, we obtain the desired result. O

In order to simplify the writing, we remove the references to the initial conditions and write simply (X;, U;)
as (X'tXO’U", UtXO’UO).

Forall i € {0,...,n — 1}, according to the definition of Lgg, the term under the first summation in the r.h.s
of equality (3.17) is rewritten as:

E]l{eie(ti,ti+1)}/ (L — LgRr)Fr,1,m(s, Xs,Us) ds

i

= E]I{Q,;E(t,;,ti_'_l)} / (US - Un(s))akaJ,m(& X57 Us) ds

i

(3.19)

+E]l{9,;€(t,;,ti+1)}/ (b(XSvUS) - b(Xu(s)> v(s ))) 0 Fklm( 7XS7U8) ds

= epg(i) + g (4)-
The third sum in the r.h.s. of equality (3.17) corresponds to the case without reflection, and it can be developed

similarly to
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The term under the second summation in the r.h.s. of equality (3.17) is:

tit1 L
E]I{Oie(ti,ti+1)}/a (L_EAR)Fk,l,m(S7XS;Us)dS

tit1 _

zm{eie(twl)}/a (T — T (s) $i80(V2))0s Fio g (5, X, s

tit1 o B
+Eﬂ{aiem,ti+1)}/ (B0, T.) = b(Kos): Tois))) Pt (5, Ko, U) ds
o (3.20)

tit1 B
= E]l{e,;e(t,;,ti+1)} /9 (Us + Un(s))aka,l,m(s7 X57 US) ds

i

Ql

tir _
+ Eﬂ{‘gie(t“tiJrl)} /9 (b(X

k3

) b( 5)7(711(5))) 8qulm(87XS7US) ds

X (s U (;
= €xr () + €ar (i)
We recall that for s € [0;,t;11), Us is the velocity after specular reflection, so there is a change of sign at ;.

The error is then further decomposed with contribution from the discretization of the drift of the position
process (Xt)0<t<T and a contribution from the drift of the velocity process (Ut)0<t<T We denote these errors
before the reflection as exq (1), €5 (i) respectively, after the reflection e, (i) and €Jy (7). We finally denote g (7)
and eNoR( ) the error obtained when no reflection occurs on the interval. The superscript X denotes the error
related to the approximation of the position of the particle while the superscript U denotes the error due to the
approximation of the velocity of the particle.

3.2 Contribution to the error ¢* of the discretized drift on the position process
Contribution to the error before the reflection

We begin by developing the error produced by the discretization of position process, before reflection:

eax (i) = El g, e(tl,ml)}/ (Us = Up5))) 02 Fiei.m (s, X, Us) ds

t;

97; B
ZEﬂ{eiem,ml)}/ (s = t)b(Xy,, Up, )0p Fretm (s, X, Us) ds (3.21)
t

i

i 2ty

+ UEﬂ{Gie(ti,tHl)} / (Wé — Wt)ale l ,,,L(S7X5, Us) ds.
t

i

We consider the inner integral

0,
/(U Uy))0e Pt (5, X, U) ds
t

i

:/ (s—ti)b()_(ti,Uti)aka,Lm(s,)_(s,Us)ds—|—/ (Wy — W3 )0 Fogm (5, X, Us) ds.
t t

The second term of this equality is treated separately by conditioning w.r.t F3,. For any s > ¢;, the increment
W, — W, is independent to the o —algebra F;,, so by introducing the probability density function of the standard
Gaussian random variable denoted par(o,1), we have:

E

k3

0,
/ (Wy — Wi, )00 Fm (5, X, Us) ds‘]-'ti]
t

3

=K |:/ (Ws — Wti)aIFk}l’m(S,Xti + (S_ti)Uti; Uti + b(Xt“ Utl)(s_tz) + U(Ws_Wti)) dS’]:t;|
t

0 B o o
:/ \/S—tids/w@katl,m(s,Xti+(s—ti)Uti,Uti+b(Xti,Uti)(s—ti)—i—a s—t;w)Par(o,1) (w)dw.
t; R
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The integral can be transformed to obtain a derivative of the Gaussian density:
/ waﬂ?FkJ,m(sv Xti + (S - ti)Uti7 Uti + b(Xti7 Uti)(s - tz) +ovs— tiw)p./\/((),l(w) dw
R

- S - d
= — / 6ka:,l,m,(57Xti =+ (S — ti)Ut“ Uti —+ b(XtN Ut1)(8 — tz) +ovSs — tiw)idwp'/\/(o,l)(ll)) dw
R

FPFeim, _ _
=ovVs—t /TIBZ(S’ Xi,+(s=ti)Us,, U, +6(Xe,, U, ) (s—ti) + ov/s—tiw)ppro,1) (w) dw
R
The last equality is obtained from an integration by parts. By Lemma 4.6, we have that 0, F' is a bounded function,
thus 0, Fy, 1., is also bounded, and as pxr(o,1)(w) — 0 as |w| — oo, the boundary terms from the i.b.p. are 0.
We can rewrite:

0, 0. 2
i _ _ v 8 F m _ _
E]l{eze(ti,twrl)}/ (WS_Wti)aIFkyl,m(stSa US)dS = JQ]E]I{QiG(ti,tiJrl)}/ (s_ti)aigl,(stmUS) ds.
t; t udx
Finally, we obtain that:
6; 2
> @ o OFum, o - PF.
6l??»(R(Z) :Eﬂ{eie(ti»ti+l)}/ (S_ti) (b(Xt7,7Ut1) ak;, (S,XS,US) +0231LIZ§;‘(S’XS7US)> ds. (3.22)

The (s — t;) factor in the integral allows us to obtain the linear decrease of the error in At, so we express all the
other error terms in this form. Similar calculations give:

B tit1 _ _ 8F m _ _ _
elif(oR(l) = Eﬂ{&':ti}/ (S - tl) <b(Xf77Ut7,) ak;’ (SaXS7 Ue) +o %(Ssta 9)> ds. (323)

i

Contribution to the error after the reflection

We analyze now the contribution to the error produced by the discretisation of the drift in the position process,
after reflection on any interval [6;, ¢; 1], given by:

_ tiv1 B o
6/)\(]2(2) = E]l{eie(ti,tiﬂ)} /6 (Us + Un(s))aka,l,nL(S; Xsa Ué) ds

k3

tit1 B B
= Eﬂ{‘giE(tiatH»l)} / [ - b(Xtm Utl)(al - ti) - O—(Wﬂ: - Wtq) (3.24)

i

=+ b()_(gi, Ugl)(s — 91) + U(Ws — ng) (9ka,177”(8, Xs, Ué) ds.

The terms that involve Brownian increments are analysed separately starting with the increment before the jump,
in the same way as the previous paragraph, in order to obtain a term of the type wpar(o,1)(w):

tit1 _ _
E [/ o(We, — Wi,)0uFrgm(s, Xo, Us) ds‘}}i]
0;

tit1 B _ _
=oE |:(ng - th)/ aka,hm(S, 7(8 - Gi)Uti, Ugi + b(O, Ugl)(s - 92) + O'(VV(g — W‘gl)) ds
0

i

)

tit1 B B B
—oF [(ng - Wti)/ E [0, Fiotm (5,— (s — 0:)Tr,, Us, + (0, Tg, ) (s—6:) + (W, —Ws,)) | ]—'gi]ds‘]-'ti} .
0

i

In order to simplify notations, we introduce the function I: R x RT x R* ~ R such that:

I(u,0;,8) = E[0; Fpm(s, —(s — 0;)Up,, u+ b(0,u) (s — 0;) + o(Wy — Wp,)) | Fo,].
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The previous equality then becomes:
tit1 o
E [/ (W, — Wti)aIFk,l,m(s,Xs,Us)ds‘fti]
0;

r tiv1 _
=oE |(Wy, — th)/ I(Uy,,0;,s)ds ftl}
L 0;

r tita B o
— oF |(Ws, — Wti)/ I(~Tr, = b(Xe,, U0) (05 — t5) — 0(Wa, — Wi,), 0, 5) ds‘}'ti}
0

i

- tit1 _ B B
=oE |\/6; — ti/ ds/ wl(=Us, = b(Xy,, Uy, )(0; — ti) — o/ 0; — tsw, 0, 8)par(o,1)(w) dw‘]—}i} ,
L 0; R

and just as before, we can perform an integration by parts with wpxr(,1)(w) = _pﬁ\/(o 1 (w) to obtain

tit1 o
E U o(Wo, — Wi)0u Fyym(s, X5, U,) ds‘]—'tl}
0;
i+l
=o’E |:1{9 €(titiz)} / 9
where:

oI ob ?Frim
%(Uﬁus) = ]E[(l + (5 — ai)au(ovu)) “nou

8)Par(o,1) (w )dw}

(s, —(s = 0)Us,,u+b(0,u)(s — 0;) + c(Ws — Wy,)) | .7-"91}

so by combining the different results:

tit1 o
E |:]1{9¢E(ti,t,-+1)} / O'(ng - Wti)aka,l,m(& Xs, Ue) d5:|
0

i

fita ab ’F
=—0’E |:]]'{911€(t7,7ti+1)}(0i ) /01 (1 + (s — 01)%(0 Uy, )) axau( X, Us) ds] .

We now consider the case of the Brownian increment after the jump (W, — W, ), which is independent from
Fa,, so the calculations will be similar to those for epg ():

tit1 o
E |:/ G(Ws - Wéi)aka,lﬂn(stsa U.s) dé“fel]
0;
tivt
= 0/ E[(Ws—Wo,)00 Frt,m(s,—(5=0:)Us,, Ug, + b(0, Uy, ) (s—0;) + o (Ws—Wy,)) | Fo,] ds

tit
= U/ \/ 85— ds/wa Fr1m(s,—(s—0; VU, , U, +b(0,Up, ) (s—0;)+0 5—0;w)par(0,1) (w)dw,

R

and after applying once more an i.b.p. (with null boundary terms since 0, F}, ; ,, is bounded and as |u| — +o0,
PA(0,1)(w) — 0) we obtain:

tit1 o
E |:]]-{9i6(ti,t71+1)} / U(Ws - WGi)aka,l,m(sa Xs; Us)d3:|
0

1

tig1 O%F S =
= 0’E |1i9,ct, 1, / -0 (5, X0, U)ds |
o |: {0;€(ti tit1)} ) (5= 0) 500 oudx (5, X5, Us)ds

i
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And by combining all these terms in (3.24), we obtain:

_ tita B B
G/i(R(Z) = Eﬂ{Qie(ti,ti+1)} A (Un(s) + Us)aka:,l,m(Sy R Us) ds

i

tit1 _ _ OFvim o
= 7E]]~{9¢E(ti,ti+1)}(0i - tl) /9 b(Xtiv Uti)¢(57 Xsa US) ds

i

fita ab . PFeim o =
+ 0—2E]1{91,€(t1,,ti+1)}(075 — tl)/ (1 + (8 — 07,)7111(0, Ug)) A(&XS, US) ds (325)

i

tit1 _ B o
- E]l{aiG(ti,ti+1)} /9 b(X9i7 Uei)(s - 61‘)%(8, Xs, US) ds
i O*Fiot,m

+O’2E]1{01€(ti7ti+1)}/0 (S—GZ‘)W(S,XS,US)CZS.

Bounding the errors X of the position component

By using (Hrangevin)-(41), we bound in (3.22):

0.
‘ o OFim, o -
Eﬂ{eie(ti;tiJrl)}/ (S—ti)b(Xt“Uti) ak;j (S,XS,US)dS
t

i

e ()] <

b PFrim, = =
E]l{eie(ti,ti+l)} g (S_ti)W(S,XS,US)dS

i

+

0;
< AtmaX{HbHLm(DXR) 702}E]1{ai€(ti,ti+l)} /t (‘ o

Y OFim o
< At max{{[|bl| < (pxr) 702}E/ <‘ (9.7%‘7 (5, X5, Us)| +
t;

By (3.23), eﬁ?oR(i) is bounded by the same term. And in (3.25), by (Hppg)-(7):

OFk.1.m

%0
E (s, Xs,Us)ds

_ tit1
5 (D] < AL I e ey EL .0 1011} /

i

+ Ato? <1 + At Hab
ou

> E]]-{Hie(ti’ti-%—l)}
L>(DxR)

a}7/a’,l,7rL

¢ 7 (3.27)
p (s, Xs,Usg)ds

tit1
+ At ”bHLOC(Dx]R) ELgoe(titin)} /9

i

0?Frim

W (S,Xs, Us)ds

, tir1
+ Ato“El (g, (t,,t41)} /ev

tit1
< At (CbE/
t

i

O?Frim

OF1m
Ozxou

o tit1
e (S7 X, US) ds + AtCaub,g’TE/

tq

(s, X, Us)ds)

where C} is a constant that only depends on b and Cy,, - depends only on 9,b, o, and T'.
Combining these results and summing from ¢ = 0 to 7 = N — 1, we obtain:

=

" (16501 + 65+ |5 (0]

Il
<)

%

) (3.28)
<At x Cpo,b,01 <]E/
0

OF%1m
or

?Frim
O0xou

T
(s, Xs,Uy)ds —|—E/
0

(s, Xs,Uy) ds) .
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3.3 Analysis of the contribution to the error of the discretized drift on the velocity pro-
cess

Error contribution before the reflection

We now consider the second term of (3.19), which represents the error introduced by the discretization of the
drift of the velocity before the jump. Since F} ; ,, is a smooth function, we apply Ito’s formula. For the term
corresponding to the contribution before the jump, we have:

0; _ B B _ B B
6ILBIR( ) E 1{0 E(tistiv1)} / (b(Xm US) - b(Xu(s)v Uu(s))) aqu,l.,m(S’X& US)dS
t

7

=E

The local martingale that results from the application of Ito’s formula is actually a true martingale by considering
(Hppe)-(i) which gives that the drift b and its derivatives are uniformly bounded and Oy Fj ; m, 8ZuF Elm €
L>(Qr), for fixed (k,l,m) € N3. By the definition for F},; ,,, in (3.5) and the fact that F € L>(Qr)we have
that for any (¢,z,u) € Qr

|8Z,qu,z,m(t7x,u)| < |F|LM(QT)/Q Br(t — T)pi(z —y) |3§ugm(u — v)| drdydv < m? ||F|\LOO(QT) .
T

Similarly, we show that 9, F}, ; ,, is also bounded for fixed (k,1,m) € N3,
We distribute the linear differential operator (recall that the drift b does not depend on time) in the inner
integral:

S B _ B a ) )
- 7/t. (0(Xq, Ug) = b(Xo(0), Unia))) a*Lszm( 4, Xq,Uq) dg

—|—/ (b()_(q, Uq) - b(XV( ) l,(q))) OuRi1.m (g, Xq, Uq) dq
ti

s L B B b B
+ / LBR ((b(Xq7 Uq) - b(XV(q)7 Ul/(q))) %Fk,l,m(% an Uq)) dq
ti
where we have used the fact that 0,0, F, ;.m = —O0uLF) i m + 0y Ri1,m on Qr in the last equality. Since
»CBR o 8u = 8u o »CBRv

we obtain that :

s o B 9 o
I, :/ (0(Xq, Ug) = b(Xo(0), Unia)) 5 (Lnr = L) Fiotm(a, X g, Uy) dg
t;

s _ 82
“1‘0’2/]“(93)( U>82 klm(q7Xq,U)dq
o o P o (3.29)
(o0 + 6Tt Do)+ G s ) MK, 0)| 5 Fia (0 XU
tq

+ /t (b(XQaUq) - b( u(q)a J )) 7) Rk l m( Xq Uq)dq

24



Coming back to the definition of Lgr and L we have

Ou(Lar — L) Fye1,m (4, Xqv Uq)
= Ou[—(Ug — Uy(g))0uFrt,m (4, Xg, Ug) — AbgOu Fr 1.m (¢, X, Uy)]
= _690Fk,l7m(q’ Xqv Uq) - 8ub(Xq, Uq>aqu,l,m(q7 Xqv Uq)

— (Ug = Up()) 02 Frem(q, X, Ug) — Abg0i, Fretm(q, X g, Uy)]

We denote by Abg, = b(X,,Ug) — b(X,(q)» U () and the previous equality results in:
S 8 _ B
- AbqaiFk,l,m(QanaUq)dq

02
/Ab Unta) = Us) - Pt (a: X4 Ug) da

02 I
2 —_—
+ /t (0ub(% Uy) = (A7) g Pt X0, Uy da (3.30)
ST/ _ _ o2 9? - 15} N
+ . Un(q)az + (b(Xz/(q)v Uy(q)) - Abq) au + 7? b(Xqu Uq) %Fk,l,m(% Xqv Uq) dq

+ / AbqauRk,l,m(Qa an Uq)dQ-
123
Finally, an i.b.p. is applied on || téi I.ds, by noting that (6; — s)’ = —1 in order to remove the inner integral:

0.
_ ) i 8 _ _
6]%[R(Z) = 7E1{91’€(t7‘,ti+1)} / (01 - S)AbS%FkJ,m(SvXS? Us)ds
10 _ 82 o
+E]1{9¢€(ti,ti+1)}/ (9 7S)Ab ( n(s) — Ug) 8x8qu’l’m(s’Xs’Us)ds

t;

6 2
i _ 0 _
+E]1{9 E(t;,tz+1)}/ (0 - 5) ( 2aub( U ) (AbG)Q) p) 2Fk l,m(57X‘33 Us) ds
0; o2 92 o
JrE]l{g e(t“t1,+1)}/ (9, — S) |:< )(9 + (b(X,,( ),U,,( )) Ab, )8u + 2u2>b(Xg,Ug):|
123

% o

0; _ _
+ E]l{gie(ti’twl)} / (92 — S)AbsauRkJ’m(S, X57 Us)ds.
123

(3.31)

The term eNﬁoR(i) which corresponds to the error produced by the discretization of the drift of the velocity
process in the case where no collision occurs, takes the same form as the previous formula, only requiring to

replace 6; by ¢;41.
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Error contribution after the reflection

Similar computations to the previous paragraph are used to show that error introduced by the discretization of the
drift of the velocity after the collision is:

B tit1 o _
EXR(Z) = 7E]1{9¢E(ti,ti+1)} /6 (01 - S)Abs%Fk,,l,'ﬂl(57 Xs, Us)ds

i

tit1 o _ 2 _
+ElLg,eti,ti01)} / (tig1 — s)Abs (sign(YS)Un(s) — Us) WFM m(s, Xs,Us)ds
0, rOU
tit1 82

+ Eﬂ{@‘ G(tz‘,tiﬂ)}/‘g (ti-i-l —5) (UQaub(Xm US) - (AbS)Q)

i

a a2
tit1

+E1{9ie(ti,t,i+1)}A (ti+1—5)[(31gn( U502+ (0(Xy(s), Up(s)) — Abs) O+ 2au2>b(X Us):|

7

9 o
X %Fk,l,m(s,Xs, Us)ds

tit1 B

+ E]l{Gie(ti,t,:+1)}/ (ti+1 —S)AbsauRkyl’m[FKS, st Us) ds
6

1

(3.32)

We proceed to regroup the errors in the drift of the velocity before and after the collision by introducing the
following function v : Rt — RT defined as:

tiyr if 0; =t;
VR(t) = 0; ifte [ti, 91) and 0; € (tivti+1) (3.33)
tit1 ift € [Qi,tiﬂ) and 6, € (ti,ti+1)

and summing up (3.31) and (3.32) on all intervals fori = 0to N — 1:

N-1 B T B B _
(6 0) + )+ inl@)) = [ (0(es02) = 0o Do) 0uf (5 Ko U s =
=0
T — —
_—]E/ (7(5) — )by 5 Fiim(s, X, U )ds
0
T R ) B _ 82 o
+]E/O (v (s) — s)Abs (&gn(Yé)Un(s) —Ué) Ew keim (S, Xs, Us) ds
v o N o (3.34)
+E [ WB(s)—s) (o— Bub(X,, T,) — (Ab) )—QFkyl,m(s,Xs,US)ds
0 ou
T o _ _ o? 92 -
-‘r]E/ (Z/R(s) —5) |:<Sign(Ys)Un(s)8w + (b(Xl,(s), Ul,(s)) — Abs) Oy + 28“2) b(Xs, US):|
0

—Fg1,
au 20y

3.4 Bounds on the global error

To obtain the bounds on the error, we rely on theorem 2.1. In order to obtain L? norms, we integrate w.r.t. to
the distribution of the discretised process. A simple case where this distribution is explicit is the one without drift
on the velocity component, so we apply Girsanov’s theorem to remove this drift. We introduce a new probability

measure Q defined using Girsanov’s theorem:
dpP

T 1 T
— = Zp =exp / b(Zs, 1) AW — 7/ b (Zs, 1) ds |
Fr 0 2 Jo
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where (Wt0)0<t<T is a Brownian motion under Q. Since b is bounded, this means that the martingale (Z;)o<i<T
admits moments of all orders.

We recall that for any ¢ € [0, 7], [v%(t) — t| < At and considering the first term of the equality (3.34), we
have that:

T T
0 . 0 -
IE/ (VR(s) — 8)Abs—Fy 1.m(8, X5, Us)ds| < Cb/ ]E’Fklm (s, Xs,Us)ds x At. (3.35)
0 8:1: aby 0 ax sl
And we have that
IEEF (5, Xs,Us) = EgZ 2F (s, Ts,Us)
Oz k,l,m sy sy Us) — LQ<s Oz k,l,m sy Lsy Us
1 b 2 2
< (E@Z§)2 EQ’@ Frim| (s,%s,us) (3.36)
0
< ChuoboT || 5= Friom
e O L2(DxR)

while for the second term of the equality (3.34) we have that

T = = = - R _ 0? I
E/O (I/R(s) —5) (b(XS, Us) — b(X, (), Uy(s))) (mgn(Ys)Un(s) — US) MFk,l’m(s,Xs, Us) ds

(3.37)

(5, Xs,Us) ds x At

T _ B 82
<0y [ B (O] +10.) | 757 Pt

where C}, depends only on the upper bound of the drift b. By choosing two positive numbers p, g such that ¢ > 2
and % + % = 1, by Holder’s inequality:

_ _ _ 1 52 p L P
E| Uy f\a Pt (5. X0 2 (8100 ) (B[ 150 Pt | (5. %.002))
; ; A
< (EQUZ(S)ZU(S)) (E@Zs ka,l,m (s, X, 3)>

(3.38)

L 2 o 2
2q B 2-p P ]E a F
EQU n(s )EQ n(s) EQZS Q a au k,l,m

32
MFIC,LTH,(Sa ) )

< Cuo7b,07T7p7q
L2(DxR)

where C\ b.0.7,p,q depends on the 2g—moment of 110, the bound on b, the diffusion term o, final time 7', p and q.
We perform the same calculation for the second term of (3.37) and obtain that:

T 2
RPN 0 o
E/ (VR(S) - S) (b( ) - b( v(s)» Uu(s))) (Slgn()/s)Un(s) ) drou k l m($7 Xsa Ué) ds
0 (3.39)
& At<C & F At
< Cyg,b o, T,p,q k: lm X ro,b,0,Tpq || 5o X
dzdu 12(Qr) 0xdu 12(Qr)

since F}, ; ., is a convolution of F' where Op F € LQ(QT) by Theorem 2.1.
Since Ab, = b(X,,U,) — b(X, u( S),U,,(S)) is such that |Abs| < 2 Hb||Lw<DX1R> so the third term of the
inequality (3.34) is bounded by:

r 5 0b - 0%Fy, -
E R .U, AD.)2 k,l,m XU
/0 (V (S) 8) ( au( ) ( bb) ) 8'11/2 (87 Sy s)ds S

2
O Frtm (s, Xs,Us) ds x At

T
< Cha, T/ E =
— ;0u 0,0, 0 au2
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Ch.0,b,0,7 depends only on the L> norm of b and d,,b and on o. By Girsanov’s theorem:

0?Frim
ou?

[N

i

1 0% Fym
(5, 70.1,) < (EgZ3)" (EQ ‘k,u

ou?
0? Fklm
< exp ( Hb||L°° ( <R ’ Ou2

8 Fym |
<o (H0r ) o 252
X
2 Fp |
<e — b o 2 - P 1t 1
<exp (2101~ T) 1220l e (/D\ T
(3.40)

where p is the p.d.f. of the initial values so it follows (Hyeax Eror), meaning that pg € L™ (D x R). Integrated
on [0, T, we get that:

T 2
/ E 0 Fr.i.m
0 8U2

(s, Zs, us)>

(5,6,0)p°(5.¢,¢) d§dC>

Nl

(5,€,€) didC>

2

(5,:€,C) dfdé> ;

(s, Xs,Us) ds

T 2
i 1 0 Fk I,m
< (311} 00 sy T) HQ#O”zoc(Dle)/ H&‘uQ -
o L2(DxR)
f . & Fipm 5
S ﬁe(%‘lb”im(DXR)T) ‘|N0||EW(DXR) ‘auk’; S \/Te(%l‘h“ioo(DxR) ) ||M0||LOO(DXR) ‘ 8u .
L2(Qr) s

Concerning the third term of (3.34):

T 2
E/ (VR(S) - S) |:<Sign(}/;)Un(s)ar + b(Xu(s); Uu(s))au + Jauu> b(st Us):| %Fk,l,m(sa Xsa 175) ds
0

T — OF%1m
< Cb,al.b,(’)ub,a,T/O E(1+ ‘Un(s)‘) ‘&u

(s, Xs,U,) ds x At

OF1m
ou

oF
ou

< Clig,b,0,b,8,b,0,T,p.q

X At = Clug,b,0,,0,b,0,T,p,q

X At
L2(Qr)

L2(Q1)

(3.41)
where C\,0 5,0,b,0,b,0,T,p,q depends on the 2¢—moment of 1o, the bound on b and its derivatives, on o, final time
T, on pand q.

Regarding the last term of (3.34), we use the expression of the error written in Corollary 3.1:

T
E/ (Z/R(S) — 8)AbgOu R 1, m[F] (s, X,,Us)ds
0

T
< CbE/ |0uRk1m[F)(s, Xs,Us)| ds x At (3.42)
0

and

T o T
IE/ |0u R 1. [ F(5, X, Us)| ds < ]E/
0 0

T 82 i )
SE/O (é)uaxF*((ugm)plﬁ’“)) (vasaUs)dS‘FE/O

+E/OT ((({i(bF))*(gmplﬂk))

82
< Cuobo| | 5uaw

OuRY, L IF)(s, X, Us)

ds+E/ 0B, [F1(5, X, 0,)| ds
0

o U)(aawgmmﬁk))

(aa : ) (gmpz)> ’ (X5, Us) ds

0F(0,-,-)

ou

(s, Xs,Uy) ds

(57)_(5,(7)d8—|—E

oF
ou

+Clio,b,0ub,0,T

+CM0,b o, T
L2(QT)

+CH0’670,T
L2(Qr)

2(Qr)

8 ou? L~ (DxR) -
(3.43)
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Combining all these terms gives us that:

3 (i) + e + )

=0

N-1 ’

< Clio,0,02b,0,b,0,T X AL

» oF
ox

By the same technique we can show that (3.28) is bounded by

o
ou?

0%F
oudx

L2(Qr) Ou

L2(Qr) H Ou

L°°(D><]R)>

(3.44)

L2(Qr) ‘ L2(DxR) ‘

=

(168 0)] + [ ()] + | ()]

T
aPﬂklﬂ%
<C . E -
= ~b.8ub, ’T< /0 (‘ ox Oxou

< Clpb,0, baT(H >><At.
dzx L2(Qr)

Going back to equality (3.17) and putting together all the various results:

-
Il
=]

o |8°Fiim
(5, %0, 04) + ’“

(s, X, ‘5)> ds> x At (3.45)

0’F

+ oudx

L2(Qr)

N-1

[E (X5, Up™") = E(Xp™", U™ = | Y (enr(i) + ear(i) + enor (i) + EF(0, Xo, Up) + e

k,l,m
=0

2

¢ 7o . 7. ¢ R
(61)3(12(’) + eb (i) + exr (1) + €% (i) + Ror (i) + eNog (i )) + € tm

Il
=]

i

T At
,E/O Rif’l,m[F](s,Xs,Us)ds+]EF(0,X0,U0)fIE/O R [F)(s. X, T, ds

N-1

- - N—
< 3 (@ + 1@ + 1 (D) +

,_.

<€BR + 6AR( )+ €Il\170R(i))

.
I
<

=0

/ Rklm (5, X5, Us) ds| +

oF
< Cob.8,b.0,b,10.T
> Lo,b,0.b,0,b,10, au

EF(0, Xo,Uy) — Rklm[ 1(s, Xs,Us) ds

HazF

L2(Qr) H 9 || 12 (r)
O%F
ouox

L2(Qr)

aF(Oa K )
+ H ou

x At
L2(Qr) L2(DxR) )

T At
IE/O R, [Fl(s, Xs,Us) ds| + EF(O,XO,UO)—IE/ R IF)(s, X, Us) ds
0

(3.46)

At

EF(OaX07U0)_E Rklm[ ](S,XS,US)dS
0

By Lemma 3.3 term ‘egfﬁm‘ +

goes to zero as (k,1,m)

go to infinity. By Lemma 5.3, the term Rk " m[F] converges uniformly towards 0 as (k,1,m) go to infinity, if

T
I = m, thus the term |E / Ry, [F(s. X, Uy) ds
0

also converges to 0.
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We can therefore conclude that by taking [ = m and (k,l,m) — oo in the inequality (3.46) we obtain that
‘E’lﬁ(Xé«’w’u, U;w,u) _ E’(/)(X;,:c,u7 U%m,u)’
<AL X Cop,0,b,0,b,10,T

d{z
ou L>(DxR) .

This ends the proof of Theorem 1.6: the weak error of our scheme converges at least linearly in the time discretiza-
tion step At.

(3.47)
0%F
oudx

0’F

0°F AF(0,-,-)
ou?

ou

L2(QT) H L2(Qr) H

oF
+ 87
L2(Qr) TllLz@r)

4 Regularity of the flow of the free Langevin process

In this section we prove the regularity result up to the first order of the F' function stated in Theorem 2.1. The
results are stated in Lemma 4.3 and Lemma 4.6.

They are based on the study of the regularity of the flow in sens of Bouleau and Hirsh, for the free Lagrangian
process first, for it confined version then.

We consider the free Langevin process (Y3, V;) € R? x R? which verifies the equation:

t
}/t =X + / ‘/S:C,u dS,
0

. 4.1)
Vim kol B v ds,
0
where (z,u) € D x R% and b: R? x R? — R< defined as:
bz, u) = (¥, sign(z@)p@) ((1", 2D, (o, sign(x(d))u(d))) . 4.2)

We recall the following notation: for any z € R?, we write z = (2, (%)) where 2 are the first (d — 1) coordinates
of z and (% the d™ component.

The result in [8] shows that the process (Y;"", V,;"");>0 admits a derivative in the sense of distributions w.r.t.
the initial conditions (x,u). This result allows us to state that the gradients V,F and V, F in Theorem 2.1 are
well defined . We reproduce their technique and arguments in this section. It involves an augmentation of the
probability space to include the initial conditions and a modified SDE on the new probability space. The modified
SDE respects a weaker uniqueness condition which allows to perform some operations that are not allowed on the
original SDE (4.1).

4.1 Derivability of the flow in the sens of Bouleau and Hirsch

We recall the notations and results of Bouleau and Hirsch in [8] for a general process (X t)OStST that is a solution
of the stochastic differential equation:

t t
X7 :m+/ b(Xf)der/ o(XF)dW, 4.3)
0 0

where the functions b and o are Lipschitz with, at most, linear increase. Let = Co(R,,R?), the Wiener space
of continuous functions w such that w(0) = 0 equipped with the metric of the uniform convergence on compacts.
F is the Borel o—algebra over 2 and PP is the Wiener measure on (€2, 7). The canonical process is defined
as Wi(w) = w(t) for all ¢ > 0. Then (2, F, (Ft)it>o0, P, W;) is a Brownian motion. The authors enlarge the
probability space as Q = R? x Q and F the Borel o —algebra over Q. Pis the product measure hdx ® P where
h is a probability density that has a second order moment. The canonical process is therefore Wt(:r, ) =W,
with natural filtration ; which is augmented by the P —negligible sets of F. Then (SNI, F , (ft)tzo, @, /I/IV/,) is the
canonical Brownian motion starting from 0. Let ey, . . ., e,, be the canonical basis in R¢. For every i in {1,...,d},
the Dirichlet space D; is defined as:
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B w: Qs R, Ju: Q — R Borel measurable s.t. u = ﬂ,fﬁ’ —a.e. and
V(z,w) € Q,t — Uz + te;,w) is locally absolutely continuous

SO 57 can be considered as a set of classes w.r.t. P—a.e. equality. If wis in 51 and w is associated with it according
to the above definition, then:

u(x + te;, w) — u(z,w)

Viu(z,w) = lim
t—0 3

Let D be the Dirichlet space defined as:

d
D= {u e L*(P)() <ﬂ f)z-> V1<i<d,Viue LQ(IF)}

equipped with the norm:

lull 5 = (/ﬁﬁd@i/ﬁ(vium@f .

We also consider the space D = {f € L?(hdx);Vl < j < daif € L%*(hdz)} equipped with its usual
Zj

norm. We introduce the process ()?f)ogth defined on the space (Q, F, (]?t)tzo, P, W,) that solves the stochastic
differential equation:

t t
X7 =x+/ b(Xf)ds+/ o(XT) dW,. (4.4)
0 0

It can be shown that forevery 0 < ¢t < T, Xt = X7, P—almost surely.

Theorem 4.1 ([8]).
(i) For P—almost every w, forall 0 <t < T, X;(w) € D* C (H}

loc

(R7))?
(ii) There exists a (F;)—adapted G L4(R)—valued continuous process (My)o<i<T Such that, for P—almost ev-
ery w,

0

vt < T% (XF(w)) = My(z,w) dz—ae.

0 o o
where 7 denotes the derivative in the distribution sense.
T

And also:

Lemma 4.2. (M;)o<<7 is the R4%4_yalues (.ft)— adapted continuous solution of the linear sde:
M} =e; + / ba(XZ)Mids + > / oI (XF)M! AW
0 =/
forall 1 < i < d, where b, and o3 are versions of the almost everywhere derivatives of b and o”.

4.2 Application to the free Langevin process

We apply theorem 4.1 and lemma 4.2 to the process (4.1), since the function bis Lipschitz with linear growth
and o is a constant. Then there exists (F;)—adapted processes, parametrised by (z,u) € R% x R, (MY (x,u)),
(MY (z,u)), (NY (z,u)), (N (x,u)) such that:

VoY = M) (,u)

V.V = Mtv(x, u) 45)
V.Y = NY (2, u) .
vu‘/;ﬁx7u = Ntv(xa u)
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where .
MY (z,u) = Id+/ MY (x,u)ds
0

t t
MY (2,u) = / o (V20 V) MY (2, u) ds + / b (Ve Vo) MY (2, u) ds
0 0
t 4.6)
NY (z,u) z/ NY (z,u)ds
0
t

t
N (o) = Ta+ [ B TNy (@ ds o [ BT VonNY (o) ds
0 0

where Ex and Zu are versions of the almost everywhere derivatives in  and u of b. 1 is the identity in dimension
d. Since

b, u) = (1 sign(=@ @) (@', |29)), (', sign(z(@)u®))
we take by (2, 1) = (Varb, 8,y b) (x, u) and by (z, u) = (Vou/b, 8,0 b)(x, u), where
Varb(w,u) = (ot sign(z )V, D) (o, 120]), (', sign(z@)u(®))

6m<d>g(x,u) = (sign(x(d))ﬁm(@b’, 9y b D) ((Jc'7 \m(d)|), (u, sign(m(d)u(d)))>

Vub(z,u) = (Vb sign(z(D) v, b(D) ((m’, 2 D)), (), sign(x(d))u(d))) &7
Do b, 1) = (sign (@) 0, Db ) (', 1 D)), (0 sign(a®yu®))
4.2.1 Properties of the weak derivatives in a no-drift setting
Let (27", n;™)o<t<T be the process that solves the following SDE under a new probability measure P, ,,:
z,u ! U
2y :x+/0 N, ds 48)

nt = u+ oW,

where (Wt)ogtST is a Brownian motion under the new probability. We also consider the following processes
defined by the equations:

t
Mty(x,u) = IdJr/ Msv(z,u)ds
0

t § ¢ §
MY (x,u) :/0 bgﬂ(?;”’“,ﬁg)Mg/(Lu)ds—i—/o by (Z2 MY (2, u) ds

t
N (z,u) = | NY(x,u)ds
0

4.9)

¢ ¢
NY (z,u) = Id+/0 by 2 YNY (2, u) ds—&—/o bu 5 UYNY (2, u) ds.

We analyse the continuity at the boundary 9D of the solutions of (4.9) starting with the term M, .

Lemma 4.3. For any (t,u) € [0,T] x R and p € [1,00), the processes MY (-,u), MY (-,u), NY (-,u) and
NY (-, u) are continuous up to the boundary D in norm LP.

Proof. This result is proved using Gronwall’s lemma. The regularity of the derivatives ZL and EL is used. The
regularity of the density of the drift-less free Langevin model is used to smooth out the changes of sign when the
boundary is hit.
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Let (t,z,u) € Qr and T € 9D the projection of  on OD. By the system (4.9):

t t
1Y () — MY (2,0)| = 1 [ b R o ds [ B Y () s
0 0
t

t
- / b, (37, ) MY (2, u) ds — / b (35 LY (2, ) ds
0 0

t

(4.10)

<|[ B @ ds—/ b (BT T NTY (7, ) ds| +

é

t
TN (2, ) ds—/ b (G2 ) NY (3, ) ds|
0

S

The first term in this sum corresponds to the first derivative in = while the second term of the sum corresponds
to the first derivative in u. By (Hppg)-(¢) and Gronwall’s lemma it is easy to notice that there exists a constant
Cv,b,v,b,1 such that:

(I G|+ [
(t,z,u)EQT

xu||+HNV£L‘UH)<CVbV b,T

SO:

t t
/ o (32 7MY (2, u) ds — / b (35, 7MY (2, ) ds
0 0

t
/ bz ) (MY () — MY (7, u)) ds
0

t
b [ (B = Batr i) ) 31 (@ ds
0

t
< |}&| / VLY (2, u) — MY (z,w)]| ds
Lo (D xR2,R2d) 0

@.11)

7 v TV (=
< !!bm\!m(m,m /0 | 18 G0 = 1 2] s

t ~
+ sup HM T, HLOO(DX]Rd,RM)/O V$,b(§§7 ) V. b( ST,u ~u>

e )| ds
te€[0,7

Dy bEZ, ) — Do H(ET, 7Y

S

ds.

t
+t€S%pT HM T, u HLOO(DXJRd,de)/O

The second term of this inequality represents the derivatives of the drift with respect to the first d — 1 coordinates
while the third term corresponds to the derivative w.r.t the & coordinate. These two terms are analyzed separately
in the following paragraphs: The derivative on the first d-1 directions and The derivative on the d”direction.

The derivative on the first d-1 directions

Going back to the choices for the derivatives of bin (4.7), we have that:
[ [webe i - v )
< [ 7 (@) (e () )

. v % (((~m u)/7 (gs:z,u)(d)’) 7 ((?f;)',sign ((%Zz,u)(d)> (;ﬁt)(d)))’ ds (4.12)

+ [ [sien (@) b (@@ @) (@ sien (E0@) @)@))

— sign () ) Vb (), (i sign (7)) () @) ) | ds.

A\

N
"E%\
S
S—
=
N——
~~



We recall that the derivative w.r.t. x of the drift b is Lipschitz continuous which we denote as Ly _;, its Lipschitz
constant. Also the d—dimensional free Langevin process with no drift defined in (4.8) can be considered as being
d independent 1—dimensional free Langevin processes. This results in:

/ vt (G @ @) (e sien (G0 @) @)@))

*Vr'b'((““)' &) ) (@ sien (E)'9) @) )| ds
< Lo ([ [l @] = [ as [ o e (2 ®)  sen (9]
< Ly, ( / |G @ — (22| ds + / 7)) [sign ((z2) ) — sign (0 )“”)\ds)
For the second integral of (4.12), we have by the boundedness of V ,b:
[ [sen (@) v (i ]) . (om0 20))

= sign (7)) Vb (G20 G2 ) s (@ sien (G207 @) )| ds
< Vebllpe(@r o / [sen ((z2)®) — sign () @) s
[ [T (e iz @) (s (G) @20@))

= Vb® (@)@ ) (@ysien (E)) @)©))] ds

< 0o [ (1+]a]) ign (E2)9) - sen (22| s+ £, [

where Cv,, = max{Lv,s,||Vab| pxpxga gea)}. Combining these two previous inequalities and using the
definition of the free Langevin model with no drift (4.8), we go back to inequality (4.12) to obtain:

/
< Cv,p (/Ot (1 + ’(%)(d)D ’Slgn (( )( )) — sign (( )(d))’ ds+t|z — £|)

where C'v_p, = 2max{ Ly, s, vabHLoo(Dde;Rw)}-

) (4.13)

Zs

(z) @ = (2] ds

(4.14)

Varb(ZD,0Y) — Varb(Z2", 7Y | ds

(4.15)

The derivative on the d”direction

We develop the third term of the inequality (4.11) based on the same arguments used in the previous section:
[ oz )~ o,bE )
0
</ Jsien (@) 0,0 (@ @) () sien (E0@) @)
= sign (7)) gt ()| EE)™)) L (G sign (E) ) @) | ds
t
[ oo (G @ @) (@ sien () @)
= Byt ((E) @) (@ sign (E9) ) @) @) | s
< Cv,p (/0 (1 + ‘(ﬁ;‘)(d)‘) ’mgn (( z5 “)(d)> — sign ((zf’“)(d))’ ds+t|z — ;E|>
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where Cv,, = 2max{Lv,s, [|Vabl| .« (pxgarea)}- Finally, from inequality (4.11):
t . t .
[ b ot s = [ BN 0 ds

t t
< o (7 [ 18 o) = 385 (@] a0+ [ (1-+]@) )
0 0

sign (( x“)(d)> — sign (( “‘)(d))‘ ds)

+ Cy, it |z — Z|
“4.17)
where Cv,, = 2max{Lv v, [|Vabl| o (pyrared)}-
Similar calculations show that the second term from (4.10) is bounded by:
t~
/bu(z )M, xuds—/b EB MY (%, u) ds
0
< IVl o [ 19 o) = 32 @) s+ Ot 3 @.18)
+C’vub/ (1 + ’( uy(d )D sign (( )( )) — sign ((Zf’“)(d))’ ds
where Cv,» = 2max{Lv,, | Vub| ;= pypa gea) }- Combining these inequalities gives for (4.10):
~ ~ t ~ ~
’MtV(m,u) — Mtv(i,u)| < CV,b,Vub,T (/ |M5V(x7u) — My(f,u)| ds+ |z — x|>
0
(4.19)

+ vab,vub,T/o (1 + ’( )(d) D sign (( )(d)) — sign (( )(d))‘ ds |

Taking the expectation under P, ,, of the previous equation, we obtain for any p > 1:

t
Ezﬂ? |MtV(1‘7u) - Mtv(jvu)|p < ngb,vuILTgpil <]Ezﬁl/ |MSV(1:,u) - Msv(jau)|p ds + ‘LE - i'|p

_HEZW/O (1—}—‘( ) ) sign (( I“)(d)) —blgn(( z“)(d)) ds).

(4.20)

Gronwall’s lemma gives that:
E.p | M) (z,u) — MY (2,u)|" < Cv,b,9,,1,p =0T u0Tr (‘»’” — |

+/Ot]E (1+‘( )(d)D ‘Slgn((xu)(d)) Slgn((xu)())’ ds)

421

where Cv_p,v,,b,1,p depends on Vb, V,,b, T and p. Recalling that components of the d dimensional drift-less
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free Langevin model in (4.8) are independent:
By (1] ) @]) [sign (E2) @) - sign () )|
1 1
< <I}335777 (1 + ‘u(d) + cht(d) DQP) i <]Ez,n ’sign ((E§7“)(d)) —sign ((Ef’“)(d)) ’2p> i

1
N
<3p3 (1 + |u(d)|2p 4 tPo2P 2p! ) ’

2rp!
X (Ezm

1
S . S . bl
< Cuorp (22”11”2,,, (u(d)s + 0'/ We(d) do <0<z 4y Ds 4 O’/ We(d) d9)>
0 0

1

3 2@ 4 gy \/§ u ?
<, fly/o—"22 ) erf |4/ ——
< Cuotp (er (\/; o5/ o 20(/s

where Cy, .1, depends on u, o, T" and p, and erf is the error function.
Lebesgue dominated convergence theorem gives that bound in (4.21) converges to 0 as = goes to z. This
shows:

sign (x(d) +uds 4 a/ We(d) d9> —sign (u(d)s + o/ Wa(d) de)
0 0

2p> 2 (4.22)

E., | M (z,u) — M) (z,u)|" — 0, as z— 7€ dD.
Foranyp > 1:

p

t
E.., ’Mty(a:,u) — MtY(ﬂ’c,u)’p =E., / (Msv(x,u) — Msv(i‘,u))ds
0

< ¢l /t E., |M5V(x7u) — Mg/(a’c,u)|p ds
0
and using Lebesgue convergence theorem and the previous convergence result, as © — T:
E., | M} (z,u) — M) (z,u)|]" = 0.
Similar computations allow to show that for x — Z:

E..,
E

NY (z,u) = N (z,u)[" = 0

NY (z,u) — N (z,4)[" = 0.

z,1
O

Remark 4.4. Following similar arguments as the ones presented in the proof of Lemma 4.3, we can show that for
any (t,z) € [0,T]xDand p € [1,00), the processes MY (x,-), M (z,-), N} (x,-) and N\ (z, -) are continuous
on RP in norm LP.

4.3 Application to the confined process

Girsanov transform

Consider the probability measure [P, ,, defined by:

APy 4 T i 1 T~2
Tt =Gr —ew | [Benanar. -5 [ Beaa). @)
zn | Fp 0 0

Since b is bounded, then, for any (z, u) in D x R?, (G(z, u)¢)o<t<T is a martingale and we have that P, ,, ~ Py ,,.
By Girsanov’s theorem, then the process (27", Ny )o<t<T solves the equation (4.1) under P, ,,. This also means
that (4.9) under PP, ,, is equal in distribution to (4.6) under P, .
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By (Hppg)-(2) and (Hppg)-(it), we have that the function bis Lipschitz. Since the drift is sufficiently regular
and ¢ is a constant, by [14], the stochastic flow process (z,u) — (¥;7", V;™") is well defined and we can consider
the function f: D x R? — R defined as f(t,z,u) = EJLUE(YXU, V") where 4 is a continuous extension of
the function ¢ for negative values of z(%):

P (z,u) € R x R (2, |33(d)\)7 (u’,sign(x(d))u(d))). (4.24)

According to [5], the process defined as (X;,;) = ((Y{, |Yt(d)\)7 (V¢, (Sign(}/;:(d))Jr) X Vt(d))tzo is a weak
solution of (1.1), so for any (¢, x,u) € [0,T] x D x R%:

f(ta z, u) zu[@(ytw’ua Vtw’u)] = EI,U[]I{Yf'“>O}E(Y;:m’u» VtLUH + Ez,U[]l{Yf'ugo}a(Ktx’u» Vf’u)]

x,u T, u T,u d)Tw z,u d)%,v
:c,u[]l{yt(d)z*“>0}¢(yt ’ av;f ’ )] + Ex,u 1{y(d)t’5*”§0}w ((}/t/ a_}/t( ) )a (V;El a_‘/;f( ) >:|

z,u z,u

T,u |:1p ((Y;/”J»u, |Y;/(d) |)7 (V;/w’u7 Sign(}ft(d) )V;(d)m’u)}
e [0 )] = B o[(X7, U],

E
E
E
E

(4.25)
We now state the lemma that contains a first part of the regularity results of Theorem 2.1:
Lemma 4.5. The function F defined in (1.7) belongs in C([0, T]; L>°(D x R4); RY) N C([0,T] x D x R4 R).
Proof. By similar arguments to (4.25), we can show that for any (¢, z,u) € Qr, we have the equality
Eou[p(Y7™", Vi™")] = Ex (X237, UF™)]

and they both equal F(t, z, u) by definition (1.7). (Y,2"", V,2™") is the solution at time T of the SDE (4.1) such
that at time ¢, (Y,"™", V;"*™) = (z,u). By the hypotheses (Hppg)-(i) and (Hppg)-(ii), we have that the function
b is Lipschitz (see Remark 1.4), therefore the flow (t,z,u) — (Y°", V2"") is almost surely continuous. The
function 1) is continuous and bounded with support on D x R, then 1 is also continuous and bounded. Let
(t,z,u) € [0,T] x D x R? then for (t, T, ur )ren such that (¢, zx, uz) — (t,x,u), when k — oo, we have that
(Yt ety (Y0 V) as. Since ¢ is bounded, then by the Dominated Convergence The-
orem, E [¢p(Y0 70 Vbt B [f(Yp™", Ve ™™)], or written differently F(ty, ug, z) — F(t,2,u),
when (s, %, ux) — (¢, z,u). This implies that F is continuous at (¢,z,u) € [0,7] x D x R<,

L]

Lemma 4.6. The function F defined in (1.7) is such that V ,F,V ,F € C ([0, T]; L>(D))NC([0, T] x D x R N
L2(Qr,RY) N L2 (X, RY).

Proof. Since for any (t,x,u) € Qr, f(t,x,u) = By (X7, US")], F(t,x,u) = E[p(X35", U™")] and
the fact that the process (X, U;)o<t<7 is time-homogeneous (as the drift b is not time dependent), then is clear
that f(¢t,z,u) = F(T — t,x,u). Therefore if the regularity results from the statement of the lemma are proven
for f, they will also apply to F. We work with the former in this proof.

Provided sufficient regularity on 1/, we have that:

Vaf(tz,u) = By [V (Y, V)M (,0) + Vuh (V7 VMY (2,0)] - ae. (4.26)

and
Vuftz,u) = Epy [Voh (YO, VEONY (2,u) + Vo (V2 VEENY (z,0)] ae. 4.27)

By hypothesis (Hppg)-(2) and Gronwall’s lemma, there exists a constant C'v_5 v, b, 7 depending on Vb, V,,b and
T such that

sup  (||MY (z,w)|| + | MY (z,u)|| + | NY (2, w)|| + | N (2, 0)]]) < Cv,bv,67 (4.28)
(t,z,u)EQT

This result together with the boundedness of V1) and the bound (4.28) give that V. f, V.. f € L>®(Q;, R?).
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Continuity of the derivatives
Let (¢, z,u) € [0,T] x D x R% and Z the projection of x on 9D:
Ve (t,2,0) = Vo f (8,2, 0)] = [Eo [Va (7" VMY (2,0) + V(7 V) MY (2, 0)]
~Esu Va0 (V" V)M (2,0) + Vi (V" Vf“)MV(x u)]l
= [Exyp [Gelw,u) (Vo (&, mif) MY (2, u) + Vb (27", 1) u))]
= E. [Go(@,w) (Vo (27" )M (2,0) + Vb (207" 0 ) MY (2, 0)) ]|
< E. . |Gelw, w) Vo (27" i) MY (2, u) = Gi(3,u)V xd)(Zf",m )MY z,u)
+Eey [Ge(a, w) Va2 i) MY (w,u) = Go(@,w) V(2" 0 ) MY (7, )|

(4.29)

Considering the first term:

. |Gela,u) Vb (2" ) My (2, u) — Gz,
< E.y|Gelw,u) — Go(@, u)| [V (20" i) M,
+ EZ,T]Gt('f7 U) |MtY (JJ, 'U/)’ VIE(Zt ,7775 ) - VZD,(/J
+ B Go(@,u) [V (27" )| [ M (2, w) — M
= ||Vma||L°°(’Dde,Rd) < sup M (x, “)|> By |Gi(z,u) — Gi(Z, u)|

t,x,uE€QT

WVt (2", ni') My (2, u)|
Y (@, u))|
f,

(20" ||
(i’,u)|

SIS
S

w( s 08 @) ) (B2 Gl ?)

t,z,u€QT

/T u LT u 2
(Ez,n |vrw(zf > Tt ) - dej(zf y Tt )| )
1

+ vaaan('DXRd’Rd) (Ez,nc;(t(jv11’)2)E (Ez,n |Vm¥(zf’uﬂﬁ)’ ’Mty(x7u) - Mt}/(j7u)’2) ’ :

Since the function b is Lipschitz by the hypotheses (Hppg)-(¢) and (Hppg)-(i1), (see Remark 1.4) and, by their
definitions in (4.8), for any (¢, u) € [0, T] x RY, the function = + (2", n%) is continuous. Then a.s. the function
z +— Gi(z,u) for any u € R? is also continuous. For all € D, E, ,,G¢(z,u) = E, ,,G¢(Z,u) = 1, then the
first term of the inequality goes to 0 as z — Z by Lebesgue Dominated Convergence theorem. Similarly, the
Lipschitz continuity of 9, and the LP continuity of (z;"“)o<< in its initial condition implies that the second
term converges to 0 as © — z. Also lemma 4.3 shows that the third term of the sum also goes to 0.

Similar arguments show that the second term of the bound in (4.29) goes to 0 as x — Z, thus proving that
V. f(t,-,u) is continuous up to the border 9D. And by repeating the same arguments, only replacing M} (-, u)
and M (-,u) with NY (-,u) and N)Y (-, u), we obtain also that V,, f(t, -, u) is continuous up to the border 0D.

Through an analogous procedure that involves the continuity of G(z, -), the L continuity as expressed in the
Remark 4.4 and boundedness on Q7 shown in (4.28) of MY (x,-), MY (x,-), NY (2,-) and N} (x,-), it can be
shown that the functions V, f(t, z, -) and V., f(t, z, -) are continuous for any (¢, ) € [0,7] x D and the same for
Vaof(,w,u) and V, f(-, z,u) for any (z,u) € D x R%

Existence of the L2 norms

Let (t,x,u) € Qy, then

=

Vo f(t,2,0)] < Cypy ypv (BanGila,w)?)? (Ezﬂ7 (|0 (=2 (2" )

’)

1
< C]\/[Y v€4T”b”Lm(DXRd) (Ez,n (|51E(Zf’ua 7711&1)| + |8u¥(ztmyua 7#)|)2) ’

VHLOO(QT,IR?U’)}' Since 1 € CL1(R? x R?), then we also have

that V. € C21(R? xR?) and Vi) € C21(RY x R?). So there exists two non-negative function 3y, 32: R? +— R
such that 1 (z) = 1 for # € Proj, (Supp(¢)) and 0 everywhere else, and 3(u) = 1 for u € Proj, (Supp(v))
and 0 everywhere else (where Proj, and Proj,, are the projections according to the first d and the last d dimensions
of R%*4) and a constant

where CMY,MV = maX{HMYHL“(QT,RM) ’ M

C= s (|Vedla,w)|+]|Vid(z,u))?
(z,u)eDXR?
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such that

Nl=

— — 2
(IVat(@, w)| + [Vurh(z,u)[)” < Chi(x)Ba(v) = [Vaf (t,2,u)| < Chp oy (BenBr(2) B2 (1))
where Cyy 7, = C’CMY,Mve%Tlll’“L“(DX“@d), SO we can rewrite:

1
2

|V f(txu)|<C’MTb</ Bi(x + ut + 2)Ba(u +n)p (tzn)dzdn)

the function p(t; -, -) being the density of the random variable (a f(f W, ds, aWt). Finally

IV 122 5 ey = / (- np (@) [V f (12, ) 2 dt © dogp () @ du
<C’12\4Tb/ // |u|B1(x + ut + 2)Ba(u + n)p(t; z,n) dzdndt @ dosp(z) @ du
R2d

<012\/1Tb/ dt/}RMﬁ(t;z,n)dzdn/ |u|52(u+n)du/apﬂl(x+ut—i—z)daap(a})

<C§”b (0D N Supp (i) / dt/ 5(t; z,m) dzdn (/ (|u+n|+|n|)[32(u+n)du>
R4
= 012\4Tb (0D N Supp(¢) / /Rd ENGE N(o Ia) ( \/) dn (Cg, + |n|A(Supp(¥)))
(4.30)

where Cg, = [pa |u|B2(u)du is a constant and pﬁ\(f)@ 1, 1s the density of the centred d—dimensional normal
distribution that has for covariance matrix I; which admits moments of any order so the double integral left in the
final equality is finite. Similar computations show that ||V f| 12 (5, is finite.

Now, we consider the norm:

V2 f Il 2D xrame) :/ Vo f(t,z,u)? dtdzdu
DxR4

<C ., /D [ Brla ut 4 2) o+ (s 2.) o

CJZWTb/R V(tQZan)dZdWAd52(U+n)dU[351($+utJrZ)dx

< CM T, A (SUPP(E))Q ‘

Corollary 6.3 gives the result that V., f € L?(D x R%;R9). O

5 Regularity of the Kolmogorov problem with specular boundary condi-
tions

The bounds of the weak error (3.46) obtained in section 3 also depend on the L?(Q7; R??) norms of Hess,. ., (F)
and Hess,, ,,(F") where F is the solution in distribution of (1.9), or under a probabilistic interpretation (1.7). This
section focuses on this L? regularity of these second order derivatives, which is the final result of Theorem (2.1).
Instead of working on this function, we consider the following f: Qr — R, f(t,z,u) = E¢ (X", U;”") for any
(t,z,u) € Qr. As mentioned in the previous section, f(t,x,u) = F(T —t,x,u), so the L*(Qr, R2d) regularity
of the second order derivatives proven for one function, apply to the other. Again, we consider the former which
verifies the equation (6.11).
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Remark 5.1. The solution f of (6.11) is in distribution, meaning that for any ¢ € C;° (Q,) we have:

0_2
Fs.0) (0 = (0 V) = (Vo (o 0p)) + G Bup ) (5,0 dddu
Qt

:/ [‘P(S’xau)f(5’$7u)]izgdxdu_/ (u-np(x))'y(f)(s,x7u)gp(s,x,u)dAzT(s,x,u) (5.1
DxR4 P

t

- /E+ (u-np(2))y()(8, 2, u = 2(u - np(2))np (2))¢ (s, €, w) dAsy (s, 2, u),

Let us further notice that the trace function y(f) in L*(X1) is characterized by the Green formula related to the
transport operator 0 + (u - V) (we refer to Subsection C.1 for more details).

We extend the mollifiers defined in the introduction of Section 3 for d > 2. Let (ﬁk)kgl’ (Pn)n>1 and
(gm)m>1 be smooth sequences such that:

T
~-=.0

Supp(By,) C ( -

1
) . Supp(pn) C B1(0;R) x (—n7 0) and  Supp(gm) =R? (5.2)
where B, (a; R91) is the R~ open ball centered at € R~ with radius r
The sequence (Sx),>1 is defined using the mollifying sequence (8 )x>1 from Section 3. For any ¢t € R, we

state that By (£) = B (—t). So Sy, is reflection according to the abscissa of /3.
Recalling the notation = = (2, z(?), for any = € R?, we consider the generating function:

1 1 Cmd—1
pi o exp <_1_||$/||2> exp (_:L-(d)(_]__x(d)))) forx € B]_(O,R ) X (—170) 5

0 otherwise,

1
then for any n > 1, p,(x) = Cn?p(nx) where C is such that/ p(x) dx rok
Rd
For the sequence (gm)mzl we choose to use the Gaussian kernel:

1 [l
(271_)11 xp <2>

1
Ugm (u) = —Wvugm(u). (5.3)

g:u€eR—

by taking g, (u) = m%g(mu), with the property that

We define the regularisation of f the solution in distribution of (6.11) as f »m: (7,y,v) € Qr — Ras

Srmm(T,y,0) = o F(s,2,u)Br(T = 8)pn(y — @) gm (v — u) dsdadu. (5.4)

Also defined is f,, ., the regularisation of f only w.r.t. the spatial coordinates, defined for every (s,y,v) € Qr
as:

Frn(ss5.0) = [ Flsaubpaly = 2)gn(o — ) dodu. (55)
DxR4
In the following Lemma, we obtain the equality verified by f ,, .

Lemma 5.2. The function fs  on the interior of Qr satisfies the equality

02
- a'rfk,n,m (7—7 Y, 'U) + (’U : vyfk,n,m)(Tv Y, ’U) + (b(y7 ’U) : vvfk,n,m)) (Tv Y, ’U) + ?Avfk,n,m (7—7 Y, U)
= Rk,n,m[f] (7—7 yu U)'

(5.6)

40



with
Rk7n,m[f](7—7 Y, U) = Rlsel,)n,m[fKT? Y, U) + Rz?’:l,m[f](T? Y, U)

where

Rzr,)n,m[f] (T’y’ 1}) =[x (Bk(vypn : (Ugm))>

+ / ((b(y,v) —b(z,u)) - Vi f(s,z,u)) Ek(T — 8)pn(y — ) gm (v — u) dsdxdu (5.7)

RI™ [f1(my,0) = B — T) frm (T, y,0)

Proof. To prove this Lemma, we consider a specific test function that is applied to the equation in Remark 5.1 and
which gives the desired result. -

We consider a test function ¢ € C;°(Qp). The function @y pm: (8,2,u) € Qr = @Prnm(s,z,u) € R
defined as:

Grnam(ss0) = [ oy )il = 5)puly = 2)gm (v — ) drdydy
T

is in Cg°(Qr) and @y, m vanished close to 9D since the support of p,,(y — -) is in D for any y € D. We mention
that the mollifying sequence (p,,),>1 has been chosen such that it removes the contribution of the boundary X
in the equation (5.1). The Remark 5.1 applies for the test function @y p,_m (¢, 2, u) and on the whole domain Qp
we obtain:

2

f(s,z,u) <85¢k7n7m — (U Va@rnm) — Vi - (b(x, W) Pk nm) + (;Aucﬁk7n7m> (s, z,u) dsdzdu
Qr

(5.8)
- / [(ﬁkyn’m(s,m,u)f(s,m,u)]zig dxdu.
DxR4

By using Fubini’s theorem, we pass the mollifiers on the function f in order to obtain the equality for function

.f kn,m-
We start by analysing every term of equation (5.8), one by one. The first term corresponds to the derivative in
time, and by noticing that 9; 8, (7 — s) = =0, Bk (7 — 5):

f(sa Zz, u)as()bk,n,m(S, Z, U) dsdxdu

Qr
= /Q f(s,2,u)0s (/ (7,9, 0) B (T — 8)pn(y — 2)gm (v — ) deyd@) dsdzdu

T

/ f(s,z,u)o(T,y, v)@sgk(T — 8)pn(y — ) gm (v — u) drdydv dsdzdu

QT XQT

—= [ Hsau)plr.. 000, Bulr = puy — 2)gn (v~ ) drdydo dsdadu
QT XQr

= —/ o(T,y,v)0r (/ F(s,2,0) B (T — 8)pu(y — 2)gm (v — u) d8d$d1t> drdydv
Qr Qr

= / 90(7—7 Y, v)av'fk,n,m('r, Y, U) drdydv
T
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while the r.h.s term of equation (5.8) becomes:

S

(B (5,2, u) £ (5, 2,u)] = dedu

xR

I
S5

Gknm(T,z,uw) f(T, x,u) dedu — / Ghnm (0, z,w) f(0, z, u) dedu

xRd D xR

(7,9, 'U)Bk(T -T) / f(Tyz,u)pn(y — 2)gm (v — u) dedudrdydv

v R DRt (5.9)
- / (7,4, v)Br(7) / £0,2,u)pn(y — ) gm (v — u) dedudrdydv
QT DxR4
= / (1,5, 0)B(r = T) fam (T, y, v) drdydo - / (7,4, 0)Bi(7) fm (0, y, v) drdydv
T T
= s=T
— [ o) Belr = (o)) drdyio
T
The term s = 0 is zero since the support of 5;.3 is included just on [T, 0].
By Fubini’s theorem, the term corresponding to the drift in = in equation (5.8) can be rewritten as:
f(s,z,w)(u- Vi@rnm(s, z,u))dsdedu
o N (5.10)
= / Br(T = 8)gm (v —u) dsdeudv/ f(s,x,u)o(r,y,0)(u- Vep(y — x)) dedy
[0,T]2 xR24 DxD
and, for the sake of simplicity we develop just the inner integral. Since V p(y — ) = —V,p(y — z), we have

that

/ £(8, 2,00, 4, 0) (- V(3 — ) deedy = — / £(5, 2, w)p(r 1, 0)(w - Vypn(y — ) dady
DxD

DxD
= _/ f(s7xau)()0(77y7v)(vvypn<y_$))dxdy+/ f(S,.’E,’LL)(p(T,y7’U)((’U_U) Vypn(y—a:))dxdy
DxD DxD
= —/ o(1,y,v) (v . Vy/ f(s,z,u)pn(y—2a) da;) dy —|—/ f(s,z,u)o(1,y,v)((v—u) - Vypn(y—2z)) dedy
D D DxD
(5.1
This means that we can rewrite the term (5.10) as:
f(S, x, U)(’U, : vl‘@k,n,m(sa z, U)) dsdxdu = _/ QD(T) Y, U) (U : Vyfk,n,m) deydU
@r T (5.12)

+ / o(1,y,v) ( ; f(s,z,u)((v—u) - Vypn(y — x))gk(f — 8)gm (v — u) dsdacdu) drdydv

For the term corresponding to the drift in  in equation (5.8), we can perform an i.b.p. because f € H'(R%) in

the variable u according to Lemma (4.6), we then add and subtract a term in b(y, v), and perform and integration
by parts on one of these terms to obtain:

fls,z,u)(Vy - (b(x, )@k nm (s, z,u))) dsdedu = / Grn,m (8,2, u) (b(z,w) - Vo f (s, 2, u)) dsdxdu
Qr

T

= F(s,2,0)0(1,5,0)B(T — 8)pn(y — ) (b(y,v) - Vugm (v — u)) dsdrdzdydudy
Q%

I

(Vuf (s, u) - (b, w) = by, 0)) (7,4, 0)pu(y = 2)gm (v — ) B(7 — 5) dsdrdzdydudv.

2
T

(5.13)
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As Vugm (v — u) = =Vygm (v — u), we have, after several applications of Fubini’s theorem:

f(s,z,u)(Vy - (b(z,u)Pknm)) dsdzdu
Qr

- / (,0(7', Y, U) (b(ya U) ! vvfk,n,m) deydU

— / o(T,y,v) (/ ((b(x,u) — b(y,v)) - Vo f(s,z,u)) Bk(T — 8)pn(y — ) gm (v — u) dsdzdu

) drdydv
(5.14)
The diffusion term becomes
o? o?
5 f(s, 2, W) DNyPrn,m (8, ,u) dsdrdu = 5 / o(T, Yy, V) Dy fre n,m (T, ¥, v) dTdydv (5.15)
QT T

The smoothed version f ,, . on Q of the weak solution f of (5.1) verifies for any € C5°(Q7):

- / DYy 0)r Frmm (T 0) drdydy + / o1, 9,0) (0 Vy frmm) drdydy
T

T

2
+ / o(1,y,0) (b(y,v) - Vo fonm) dsdydv + % O(T, Y, V) Ay fio n,m (T, Y, v) drdydv
T

Qr
/Q s 0) [Fa(r — ) (5,1 0)] =T iy

+ / o(1,y,v) ( 0 f(s,z,u)((v—u) - Vypnly — x))ﬁk(T — 8)gm (v —u) dsdxdu) drdydv

+ / : o(T,y,v) </ ) ((b(y.v) = b, w)) - Vauf (5,2,0)) B(T = 8)pu(y — @)gm (v — u) dsdwdu) drdydv

(5.16)
where f, », is defined in (5.5).

We have that Supp () C [T, 0] so for any 7 € [0, 7], Bx(t) = 0 and since f#.n,m is a smooth function in
the interior of ()1, we obtain that

2
g

- ank,n,m(T7 Y, U) + (U : Vyfk,n,’rn)(Ty Y, U) + (b(% U) : v'ufk,n,’m) (7-7 Y, U) + ?Avfk,n,m(Ta Y, U) (517)
= Rk,n,m [f] (7-7 Y, U)'

O

Lemma 5.3. Consider a function f such that f,V,f,V.f € C([0,T); L>=(D)) N C([0,T] x D x RY) N
L*(Qr; Rd) N L2(ET,Rd) and define for any (7,y,v) € Qr

R, L [f)(7y,v)

T

= £ (BT (0gm) + [ (O0) = ba) - T (.0) Bl = 9y~ 2)gn(o — ) ddad

(5.18)
and _
Rl f1(ryy,0) = Bi(7 = T) fun (T, y,0) (5.19)
By considering n ~ m at infinity, then:

i) HRSan _— H 0
o (75 9,0) P r—

ii) Hvszl,)n,m (79, v) H

k,n,m

<cC de RSP ]
Loo(QriRd) Vo f,ban y [f]

<C , uniformly in (k,n,m
[2(QrRY) > UvLfb f y ( IRAZ) )
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S
i) | VR 1w L < Ovuppand ||V, )

< C niformly in (k,n,m
L2(QrRd) — Vauf,bU lf yi ( ) )

iv) ’f(Tvyv’U) - f(;T R};%’m[f](T,y,U) dT‘ —0

(n,m)—o0

v Iy || VuREn L1 g0
(k,l,m).

T m
L2(DxR;R4) S Cand fO HviRz,n,m[f](Ta Y, 'U)’

< C uniformly in
L2(DxR;R4) — iformiy

Proof.

For the proof of this Lemma we utilise several properties on the mollifiers (p,,)n>1 and (g, )m>1 defined at
the beginning of this section. We have that

1 1
[allpu@raa= [ allpa@dr< s [ pue)de =
Rd Supp(pn) 0 JSupp(pn) n
then
/ [Hess, . (pn)(2)] dz = C’nd/ [Hess, . (p(nx))| dz
Rd Rd
= Cn?n? /d [Hess, . (p)(nz)| dz = Cn? /d Hess, 2 (p)(z)| do < Cy2p,n?
R R
where C'vz ,, depends on C' the integral of p and on the integral of the Hessian of p. Finally we have that
L 4
2] [Vapn(z)| de < —nn | |[Vop(nz)| de < [ |Vop(z)| do
R n Rd Rd
Similar properties are deduced for (g, )m>1-

i) Convergence of the error.

‘We consider the first term of Ripn m

[f] and the property (5.3):

L1 5 (BuVaon- (Tog)) (r.0)

= # ‘va * (Ekvypngm)) (mm)‘ (5.20)

£ (BuVupn - (0g)) (7.9.0)]

n
oz Vol @rme) C9un

where C'v_ ,, depends only on the gradient of p;.
Since the function b is Lipschitz by hypothesis (Hangevin)-(i7) and Supp(p,,) C B (0;RI~1) x (=1,0)

n’

‘/ ((b(yv U) - b(xu u)) : Vuf(sa &, u)) Ek (T - S)pn(y - x)gm(v — u) dsdxdu

< Ly [V f (50,0 | e /Q (ly = 2]l + llu = 0])) B (r = $)pn(y — @) gm (v — ) dsdadu

(5.21)
< L1950l griney [ = ol oy =)o [ o= ullgm(o = u)au
1 G
S Lb ||Vuf(8axa U)HLW(QT;Rd) (n + m1>
where Cy, depends only [, ||« g1(u) du. Therefore we have that:
|l 117 w,0)| < Cvupb 2plyl (5.22)
k,n,m ’ L>(Qr) — uw/50,01,91 m2 m n
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ii) Bound on the derivative of the error in y.

‘We consider the first term:

19 (£ % (Bu(Tupn - (0gm)) ) (7:90) = 9 (75 (BuTupn- Vogm))) (90|

n2

Le=(QriRY) L= (QT;R?)

1 a oo
= — || Vs # (Biebess,. (pu)gun ) (r.9.0)]| L2(QrsRY) < Oy IVf (52,0 |t 1og
(5.23)
where CVZ 1 depends only on the Hessian of p;.
The second term is bounded using similar arguments as before concerning the fact that b is with bounded
derivatives

Vy/ ((b(y,v) — b(z,w)) - Vo f (s, 2,u) Br(T — 8)pn(y — ) gm (v — u) dsdzdu

L>(Qr;RY)

< Hvyb(y, v) - Vuf(s,z, u)gk(r = 8)pn(y — ) gm (v — u) dsdxdu
Qr

Lo (QriRY) (5.24)
+ H/ ((b(y,v) = b(x,u)) - Vo f(s,z,u)) Bk(T — S)Vypn(y — 2)gm (v — u) dsdzdu

L (Qr;R%)
n
<NVl oo (pimey (||vyb||Lw(Dde;Rd) +Cy,ypy + cg%)

Therefore we have that:

HayRiljn,m[f](T,y,v)H 2

n n
<C 1+—+— 5.25
Loo(QriRd) — Vuf,bp1,91 < + m + m2> ( )

Through a similar procedure, taking the L?(Qr;er?)—norm instead of the L>°(Q7;R%)—norm on V, f, we
obtain the desired result.

iii) Bound on the derivative of the error in v.

We consider the first term:

[V (£ 5 (Bu(Vupn- wgn))) (w0 o ||9et # (BT upn - Tugu) (w0

L@t Lo (QriR)

n

< vamcvugl Hvuf(saxa U)HL“’(QT;Rd) E
(5.26)

where C'y, ,, depends only on the gradient of p; and C'v, 4, on the gradient of g;.
Following similar calculations in determining the previous bound for the derivative in y, we have that

HVU / ((b(y’ U) - b(l‘, u)) : vuf(87 L, u)) Ek(T - S)pn(y - Qf)gm(’l) - u) dsdxdu

(5.27)
m
< IVuS e (rigty (IVoblli (pxrazty + Cor.uas = + O, )
where C), v, 4, depends on p; and on the derivative of g;. Thus we conclude that
n m
‘ 8’U‘Ri[,)n,m [f](T7 Y, ’U)H < CVuf,bA,p1,g1 (]- + % + g) (5.28)

Through a similar procedure, taking the L?(Q7; R?)—norm instead of the L>°(Q1; R?)—norm on V,, f, we obtain
the desired second bound result.

iv) Limit of the error.  We have for any (7,y,v) € Qr:

T
F(T,y,0) - / RI™ [f)(ry.v) dr

T ~
= ‘f(TJJa v) — /0 BT =T) from(T,y,v) drdydv

(5.29)
= |f(T7 Y, U) - fn,m(Tv Y, U) deydU| — 0

(n,m)—o0
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v) Bounds of the derivative of the error.

T T
/O "vURZT,?L,m[f](T7y7v)HL2(DXR;Rd) = /0 B(r=T) ”van,m(Tv'7')||L2(D><]R;Rd) < ||va(T7'7')HL2(D><R;Rd)
(5.30)

and similarly
T T _
/0 HvyR;g?’:L,m[f](T7yﬂv)HLQ(’DXR;Rd) = /0 B(r — T) ||vyfn,m(T» ) ')HL2(D><R;]Rd) < ||vyf(T7 E ')||L2(DX]R;R¢)
(5.31)
O

Lemma 5.4. Assume (Hppg). The weak solution f in L?((0,T) x D; H*(R?)) to equation (6.11) verifies
i) Hessyu(f) € L3(Qr; R?*),
ii) Hess, u(f) € L3(Qr;R?*).

Proof. The proof for these results is based on the equality on f ,, ,, from Lemma 5.2. By using an energy
equality approach, we obtain a uniform bound in (k, n, m) for Hessy ,( fin,m ) and we utilise a result from Berzis
to conclude.

i) Hessian in x, u

Since fi n,m is a smooth function on )7, we differentiate equality (5.17) with respect to coordinate y; where y;
is the 7—th coordinate, to obtain:

- a‘rayz fk,n,m(Tv Y, U) + (U : vyayl fk,n,m)(’n Y, 'U) + (aylb(ya 'U) : vak,n,m)) (7—7 Y, 'U)
2 (5.32)
+ (b(ya U) ' v'uayZ fk,n,m)) (7-7 Y, U) + ?A’Uayi fk,n,m(Ta Y, U) = ay1 Rk,n,m[f](ﬂ Y, U)-

We now multiply this equality by 0y, f nm and integrate on Qr thus obtaining:

- / ay1 fk,n,m(Tv Y, U)a'rayi fk,n,m (Tv Y, 'U) deydv + / 8@/1' fk,n,m (7—7 Y, U)(U . vyayi fk,n,m)(Tv Y, 7}) deydv
[0y B (r00) @ 4(0) - Tufinan)) (.0) drdy
+ / 8@/1/ fk,n,m(7—7 y7 U) (b(ya U) : anyl fk,n,m)) (7—7 yv ’U) deydU
T o
4 [ O 0) G 8y, Frn (7. 0) drdy

= / ayl fk,n,m (Ta Y, ’U)ay, Rk,nﬂn [f] (T7 Y, 1}) deydU

(5.33)
We now consider each of term of the equation (5.33), starting with the time derivative term
1

/ 81/, fkm,m(Tvya U)a'rayifk:,mm(Ta yvv> deydU =3 aT (8yl fk,n7m)2 (7'7.%11) deydU

T 2 Qr

1 1 (5.34)
5 [ Ot o) drdydo =5 [ (@i (O.9,0) drdydo,

2 JpxRra 2 JpxRrd

The second term of equation (5.33) is such that

1
| O binin(rp )@ ¥y ) o)drdyde = 5 [ (029, @y finm)?) (7. 0)rdydy

T

1 2
=5 [ @m0 19, ]
X7
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The third term is left as is while the forth term of (5.33) is modified as

/ By, Frmm (725, 0) (b5, 0) - Vody, Frmm)) (72, 0) drdydy

1 1
= ) / (b(y7 U) “Vy (ayqz.fk,n,m)Q) (7'7 Y, U)deydU = 5 / (vv : b) (8y¢fk,n,m)2 (7'7 Y, 'U)deydU

T

while for the Laplacian term in (5.33) we have that

/ 83/1 fk,n,m (7'7 Y, U)(VU ’ VU)ayl fk,n,m(Ta Y, U) drdydv = — / ||vvayi fk,n,m”Q (7-7 Y, U) drdydv .

Qr

Finally, we rewrite (5.33) as

1 1
g / (Oy: fronm)” (T, y,v) drdydv + = / (Bys frmm)” (0,9, v) drdydv
2 JpxRra 2 JpxRrd

1
5 0 ) 1Sl [ Oy i 70:0) Bub,0) - Fofinn) (0. 0)
T T

(5.35)
1 o?
-3 / (Vo - D) IV fiommll” (7, 9, 0)drdydv — = / V08, frnml® (7.9, v) drdydv
2 Qr 2 Qr
[ 0y Bnml7, 0000, Rl 7). 0) .
Qr
Summing this equation from ¢ = 1 to ¢ = d and recalling that
d 2
S (80, 0y frmam)” = [Hessy o fionml,
i=1 j=1
we obtain that:
1 9 1 9 1
2 ”Vyfk,”vm”L%’DxJRd;Rd) (T) + 9 ||Vyfk,n7m||L2(D><Rd;Rd) (0) + 9 5 (v np@) IVy fen m||
T
+/ (VySrmm(Ty,0) - Jacy (b)(y,v)) - Vo frnm)) (7,9, 0) drdydv
| y (5.36)

2
2 g 2
- 5/ (Vo - 0) [VySimmll™ (7,9, v)drdydv — o HHessy,v(fk,n,m)||L2(QT;]R2d)

T

= / (Vyfenm - VyRinmlf]) (T,y,v) drdydv .

which we reorganise as
2
o 2 1 2 1 2
7 ||Hessy,v(fk,n,m)HL2(QT;]R2«1) = _5 HVyfk,n,m||L2(D><]Rd;]Rd) (T) + 5 Hvyfk,n,m||L2(D><]Rd;]Rd) (O)

1
+*/ (v'nD(x))”vyfk,n,m”2+/ ((Vy Srnm (7,9, 0) - Jacy (0)(y,v)) - Vo frn.m)) (7, y, v) drdydv
2 ET QT

1
~3 / (V- b) Hvyfk,n,mﬂz (1,y,v)drdydv — / (Vyfrnm - VyRenmlf]) (1,y,v) drdydv .
Qr Qr
(5.37)
We have the following inequality:
o? 2 1 2 1 2
7 ||Hessyﬂ)(fk,n,,m)”Lz(QT;RZd) < 5 ||vyfk,n,mHLz(Dde;Rd) (0) + 5 . (’U . TlD(g;)) Hvyfk,n,mn
T
+ / ((vyfk,n,m (7’, Yy,v ) Jacy (b)( )) vvfk n m)) (T7 Y, U) drdydv (5.38)
T

1
_ 5/ (Vy-b) ||Vyfk,n,m||2 (1,y,v)drdydv — / (VySfrmm - VyRienmlf]) (T,y,v) drdydv.

T
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and we bound each of the terms in the r.h.s. of (5.38), uniformly in (k, [, m) using the regularity of the function f
obtained from Lemma 4.6

2 2 2
||Vyfk,n7m||L2(Dde;Rd) (0) < sup ||Vyfn>m||L2(Dde;Rd) (t) < sup HvnyLZ('DXRd;Rd) (t).
te[0,T) t€[0,T7]
By (Hppg), the derivatives of the function b are bounded, then by Cauchy-Schwartz:
’/ ((vyfk,an(Ta Y,v) - JaCy(b)(ya v)) - V'Ufk,n,m)) (7,y,v) drdydv
T

< HJaCy(b)HLoo(DXRd;RM) ”Vyfk,n,m)”Lz(QT;Rd) vafk,n,m)HLZ(QT;Rd)
S HJacy(b)”Loo(Dde;R’zd) ”vyf”L?(QT;Rd) ”vvf”LZ(QT;]R'i)

while

2 2
’/ (Vo - 0) [[Vy fopmll” (7,y,v)drdydv| < [V, - b”Loo(pde;Rd) ||Vyf||L2(QT;]Rd) :
T

‘We now consider Lemma 5.3 to control the errors as:

‘/ (Vyfk,n,m . vyRk,n,m[f]) (Ta Y, U) deydU

+ ’/ (Vyfk’n,m . Vsz?;L’m[f]) (1,y,v) drdydv

< ‘/ (Vyfk,n,m . vyRi{Jn,m[f]) (1,y,v) drdydv

S LA

k,n,m

VB, )|

L2(QriRY)  ¢ef0,17
<Cv,s HvnyLZ(QT;]R'i) +Cv,s t:;(l)%] ||Vyf||L2(D><]RD;Rd) .
(5.39)

By combining these various bounds and going back to inequality (5.38) we obtain that

2
o 2 1 2
o ||Hessy7v(fk,n,m)||L2(QT;]R2d) < vaf,vl,f,b,vyb + 5 ||Vyfk,n,m||Lz(ET) (5.40)

where Cy, 1 v, 1.b,v,b» does not depend on (k,n,m). By Lemma 4.6, we have that HVnyiQ(ET) is finite, there-
fore Hess, o, (fx,n,m) is bounded in L?(Qr; R??). Since V, f.1.m and V,, fx 1.m converge in L2(Qr; R?), by [9],

we obtain that Hess,, ,,(f) € L?(Q7; R??).
ii) Hessian in u, u

We now prove a similar result for the second derivative w.r.t. u. We apply the same calculations: differenti-
ate equality (5.17) with respect to coordinate v; where v; is the i—th coordinate, multiplying by 0, fx n,m and
integrating over (Q, we obtain:

- 81% fk,n,m(Taya v)a‘ravifk,n,m(ﬂ yﬂﬂ) deydU + / amfk,n,m(ﬂyav)ayifk,n,m(Tvyvv) deydU
Qr T

+ / Ov; [ren.m (T, Y, 0) (V- VyOy, fn.m) (T, y,v) drdydv

+ / O, fre.n,m (T, 95 0) (00, 0(y,0) - Vo fremm)) (T, y,v) drdydv
Qr

+ a’ui fk:,n,nb (7-7 Y, U) (b(yv U) : vvaui fk,n,’rn)) (Tv Y, U) deydU
Qr

2
+ / avi fk:,n,m (7-7 Y, 'U)%Avaw, .fk,n,m(T; Y, U) deydU

:/ Ov; [te.n.m (T3 Y, V)0, Rig . [ f1(7, y, v) drdyduv .
541
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Now we sum for ¢ = 1 to ¢ = d and integrate by parts as in the previous section to obtain that

1 1
T 5 ||vak,n,m||2L2(D><Rd;Rd) (T) =+ 5 vafk,n,m”;(Dde;Rd) (0) + /Q (Vyfk,mm : vak,nym) (Ta yﬂ]) drdydv
T

1
+ 5 / ('U . nD(;c)) ||vvfk,n,m||2 + /Q ((vvfk,n,m(Ta Y, ’U) : Jacv(b)(ya U)) : vvfk,n,m.)) (7—, Y, U) deyd’U
ZT T

1

2
g
- 5 / T(VU ! b) ||vvfk,n,m||2 (T,y,’l))deyd'U - 7 ||Hessv,v(fk,n,m)||§,2(QT;]R2‘1)

= / (vvfk:,n,m : Vka:,n,m[fD (Ta Y, U) deyd’U .
! (5.42)

By using the analogous arguments as previously, we obtain that Hess, , (k. n.m) is bounded in L?(Qr; R??) and
since V,, fx.n,m converges in L?(Qr; R?), we obtain by [9], that Hess,, ,(f) € L?(Qr; R??).
O

Corollary 5.5. Assume (Hppg). The weak solution F to equation (1.9) verifies that Hess,, ,,(F'), Hess,, . (F) €
L2 (QT; RQd).

Proof. By the previous lemma, we have that Hess, ., (), Hess, . (f) € L?(Qr,R??). And since for any (t,x,u) €
Qr, f(t,z,u) = F(T —t,x,u), we have that:

T T
/ / [Hess. . (f)||5 (t, 2, u) dtdedu = / / [Hess. . (F)||% (T —t,z,u) dtdzdu
0 DxR4 0 DxR4

0
2 2
= —/T /Dde | Hessy . (F)|| 7 (s, 2, u) dsdedu = ||HeSSz,u(F)||Lz(QT7de) < 400

by performing the change of variable s = T' — t. The same argument gives that Hess,, ,(F) € L?(Qr; R??).
[

6 On the semigroup of the confined Langevin process

In this section we present several results that pertain to the existence and regularity of the weak solution of the
PDE (1.9). Without any loss of generality, we consider the time forward formulation of this PDE, written is its
variational formulation in (5.1). This section is an extract from [6] with minor modifications to include a bounded
Lipschitz drift b in the PDE problem (6.5). We first assume that b is a smooth function and then we come back to
our hypothesis (Hppg). The proofs are transferred to the AppendixC.

We investigate some estimates related to the semigroup associated to the solution of the SDE (1.1); namely,
for a test function ¢ € C°(D x RY), for all (z,u) € (D x RHU(E \ X9), we define

TV (t, 2, u) := Ep [( X", US™)], (6.1)

where (X", U;”™); t € [0,T)) is the solution of (1.1) starting from (0, z, v) and ((X;"*", U"™"); t € [0,T])
is the solution of (1.1) starting from (s, z, ).
Pathwise uniqueness of the confined Langevin process implies that forall0 < s <t < T,

DY (t = s,2,u) = Ep (X", U] (6.2)
so that the estimates hereafter can be extended to the semigroup transitions of the process. We can see that

(T — s,2,u) = F(s,z,u).
We consider also the semigroup related to the stopped process:

Th(t ) = B [$(X] e U] (6.3)
where {72";n € N} is the sequence of hitting times defined as

Tn =inf{r,—1 <t <T; X; € 9D}, forn>1, 79=0,
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and T (¢, 2, u) = ¢(z, w).

When b is a smooth function, the estimates on {T'¥; n > 1} and T'¥ rely on the following PDE result, the
proof of which is postponed in the next Subsection C.1. Let ((z"", u{""); t € [0,T]) be the free Langevin process
that verifies

t
=y —|—/ u??ds,
0 (6.4)

t
ul =v+ / b(z¥Y, u?’)ds + oWy,
0

where b is defined in “4.2).

Theorem 6.1. Assume (Hppg). Assume also that b is a C;)X’(Rd x R4 Rd) function. Given two functions fo €
L*(D xR NCy(D xRY) and q € L*(X7) NCy(XF), there exists a unique function f € Cg’l’Q (QT)NC((0,T] x
(D x R4\ X9) N L2((0,T) x D; H(RY)) which is a solution to

2

Orf(tyxyu) — (u- Vo f(t,z,u)) — (b(x,u) - Vo f (¢, 2,u)) — %Auf(t,x,u) =0, forall (t,z,u) € Qr,

f((),x,u) = f()(fE,U), fOrall (CL’,’LL) €D x Rda
ft,z,u) = q(t, 2, u), forall (t,x,u) € SF.
(6.5)
In addition, for (z{"*,u;™"; t € [0,T)) solution to (6.4) starting from (z,u) € D x R att = 0 and f*" =
inf{t > 0; 2" € 9D}, we have

flt,z,u) = Ep [fo(wf’“,uf’“)]l{t < 61,u}} + Ep [q(t - Bm’“,xzfu,ugfu)l{t S 6mu}:| ) (6.6)

Furthermore, for allt € (0,T), f satisfies the inequality:

Hf(t)”QL?(Dx]Rd) + Hf||iz(2;) + UQHVufH%Q(Qt) < CTyo'yHb”oo,Lip (HfOH%ﬁ(Dde) + ||(J||iz(gt+)) (6.7)

where CT o |1b]| oo .,y 15 @ constant that only depends on T, o, and on the Lipschitz constant in u, uniform in x of b,
1Bl oo,z
Lip-

The proof of this theorem is split in several lemmas and propositions in Appendix C.1. In Lemma C.1, we
prove the L? regularity of the solution together with the energy inequality. It is based on the Lions and Magenes’
existence theorem stated in A.3 and on Carrillo’s trace existence and Green formula in A.4. For the inner regularity
of the solution, Bouchut’s Theorem A.5 is used to obtain fractional LP regularity, while bootstrapping techniques
are used to increase this regularity to obtain Sobolev estimates to obtain embeddings into continuous spaces in
proposition C.2. Continuity up to the boundary E; is proven using local barrier functions in proposition C.4 while
continuity up to the border 37 is proven in proposition C.5 using the Feynman-Kac interpretation (6.6).

Considering the solution f in C([0,7]; L*(D x R%)) N H(Qr) of (C.1), given by Lemma C.1, we show its
interior regularity and its continuity up to and along X7 \ $%.

From Theorem 6.1, we deduce the following result for {T'% n > 1}:

Corollary 6.2. Assume (Hppg). Assume also that b is a C°(R? x R®) function. Then, for all ) € C.(D x R%),
set Fg = 1 and for all n € N*, TV is a function in C;’1’2(QT) NC(Qr \ X°) and satisfies the PDE
2
oLV (t,x,u) — (u- VIY (t, z,u)) — (b(z,u) - Vo IY(t,2,u)) — %Aufﬁ(t,x,u) =0, forall (t,x,u) € Qr,
(0, z,u) = ¢(x,u), forall (z,u) € D x R?,
TY(t,z,u) = Fﬁfl(t, z,u —2(u-np(x))np(x)), forall (t,z,u) € 7.

(6.8)
In addition, the set {T'¥ ,n > 1} belongs to L*((0,T) x D; H'(R%)) and satisfies the inequality

”F:f(t)”%/Z(DX]Rd) + 02|‘VUF:€H%2(Q,5) + ”F%Hiqgg) < CT»U7”Z7HOO,LI']1 (HwH%Q(DXRd) + ||F7(f—1||iz(2;)) (69)

where Cr o |1b.. 1, 18 @ constant that only depends onT', b and o.
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The proof of this corollary is based on the Theorem 6.1. The unique solution to equation (6.5) with initial
condition ¢ and boundary condition T'Y_ (¢,2,u — 2(u - np(x))np(z)) when written under its probabilistic
interpretation (6.6) is actually equal to F% defined in (6.3).

Next, by showing the convergence of the T'¥ to I'¥, we have

Corollary 6.3. Assume (Hppg). Assume also that b is a C°(R% x R?) function. For all ¢ € C.(D x RY), IV isa
function that belongs to L*((0,T) x D; H*(R%)) and satisfies the inequality:

Hrw(t)H%%Dde) + 02”vurw”L2(Qt) < CT.0, bl oo 1| 1/’||L2(DX]R¢), vVt e (0,T) (6.10)

(t) is solution

where CT7U)HbHoc,Lip A
in the sense of distributions of

2
BT — (u- V,IY) — (b(z,u) - V,I¥) — %Auw =0, on Qr,

T (0,2, u) = (x,u), on D x R%, 6.11)

Y (t,x,u) = TV (¢, x,u — 2(u - np(z))np(x)), on .
The proof of this corollary is given in the Appendix C.3.

Finally, the following proposition allows to extend the energy estimate (6.10) to the case of drift b satisfying
only (H PDE)-

Proposition 6.4. Assume only (Hppg). Then for all » € C.(D x RY), T defined in (6.1) is a function that
belongs to L*((0,T) x D; H'(R?)) and satisfies the inequality (6.10). Furthermore, T¥(t) is solution in the
sense of distributions of Equation (6.11).

Proof. We construct the family {b,,,n € N} of smooth approximation of b by the following convolution product:
for any (x,u) in D x R4,

botaw) = [ gl o)pue = )b )dud

where the smoothing kernels g and p are as in (3.4) and (3.3), (eventually with the~d-product of each kernels to
expend the definition to the dimension d). We then define the symetrized extension b,, of b,, on R? x R< by

but (y,0) € R x RY > (b, sign(y ) ) (0 1y ), (¢, sign(y @) ™)), (6.12)

and we consider the family of processes (X', U{*,t € [0,T]) and (Y;*, V", t € [0,T7]), solution for each fixed n,
to the SDEs (1.1) and (1.2), where we have replaced b and b respectively by b,, and b,,.

It is classical to observe that b, inherits from the Lipschitz property of b, with the same constant |[b]|Lip,
preserved by the smoothing convolution uniformly in n. Reproducing the arguments in Remark 1.4, we can also
deduce that b, is uniformly Lipschitz on R? x R with constant 2||b||i,, and that b,, converges to b uniformly on
RY x R,

Then the family of processes (V;", V", t € [0, T]) belongs in L?(£2) uniformly in time with

sup sup B [||[Y)"|* + [V [*] < C(T, [[bllss, 1Bl|Lip)
nN te[0,T]

E [IIYy" = YI?) < C(T, [Iblloos 1D]lLip) [t — s1.

From the relative compactness property, renaming again (Y;", V;",t € [0,T]) a converging sub-sequence with
limit (Y;>°, V;>°, ¢ € [0,T7]), and from the convergence of b,, to b, we check that Y*° satisfies (1.2) with drift b. By
the uniqueness of the solution of (1.2) and also (1.1), we deduce that, for all ¢ € [0, T,

fn(t7 x, u) = Er,u[@(}/tna ‘/tn)] m Er,u[@(n7 V;)} = Em,u[qu(Xta Ut)] = Fw(ta &€, u)

for I'Y defined in (6.1), since the discontinuity points of (z,u) + (x,u) are P o (Y;, V)~ -negligible.

Now by applying Corollary 6.3 to f,, and taking the limit with n, we deduce immediately that T'? is solution
to (6.11) in the distribution sense. In particular by Fatou Lemma, the (V,, f,,n > 0) are converging in L?(Qr),
as n tends to infinity, defining V% as its L?(Qr)-limit and the Energy inequality (C.17) is preserved. Using the
variational formulation of equation (6.11) in the Appendix C.3, we deduce that 'Y is a H(Qr)-solution of (6.11)
with trace functions v*(I'¥) in L2(X%). O
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Figure 2: General Schematic of introduced definitions in the main Theorem 1.6
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Corollary A.1 (Rana [24]). If ¢ € LP(RY) for p € [1,+00) then
li — Pdz = 0.
Jim [ 166+ 8) — oz pdz =0
Theorem A.2 (Tartar [26], Chapter 4). Let V be an open subset of R? and ¢ € L*(V) such that V% € L*(V).

Then VU(’(/))+, Vv(w)_ € L2(V) with 81)1 (’(/))+ = 8U,i¢]l{¢20} and 81” (w)_ = —aviw]l{wgo}.

Theorem A.3 (Lions and Magenes [19]). Let E be a Hilbert space with the inner product ( , ) g Let F C E
equipped with the norm | | p such that the canonical injection of F into E is continuous. Assume that A : Ex F —
R is a bilinear application satisfying:

1. YV € F, the mapping A(.,) : E — R is continuous.

2. Alis coercive on F that is there exists a constant ¢ > 0 such that A(1,) > cl|%, Vi € F.

Then for all linear application L : F — R, continuous on (F, | |r), there exists S € E such that A(S,¢) =
L), V¢ € F.

Let 7 = 9, — uV, be the transport operator and consider the space:

Y(Qr) ={p € H(Q1); —T(p) € H'(Qr)}.
Theorem A.4 (Carrillo [10] ). Forany T > 0, we have that:
1. Let ¢ € Y(Qr). Then:

e ¢ has atrace v (p) € L3(XF) on X5 and v~ (p) € L*(S7) on X7
e YVt € [0,T), ¢ has a trace p(t,-) such that the function t — ¢(t,-) belongs to L?(D x R?).

2. For any functions ¢, v belonging to Y(Qr), we have the following Green formula, for any t € [0,T):

(T(@), V)1 @) (@) — (T (V) )1 (@) H(Qr) = / o(T, z,u)p(T, 2, u) drdu

D xR

—/ <p(07w7U)w(0,~,~)dxdu—/ (u- o)y (@)(s, 2, u)y ™ (¥) (s, 2,u) dAs(s,7,u) (A1)
DxR4 pous

T

_/E (u-nD)vf(go)(s,m,u)’y*@b)(s,m,u) dAE(vaau)

T
where T* = —0; + u - Vy, the adjoint of T .

Theorem A.5 (Bouchut [7]). Let h € LR x R? x R?). Assume that ¢ € L*(R x R? x R%), such that
Vup € (L2(R x R x RY))4, satisfies (in the sense of distributions)

2
B+ (u- Vo) — %Auqﬁ —h, on R x R% x RY. (A2)

Then there exists a positive constant C(d) depending on the dimension such that:

(@) 00+ (u- V) and I\, ¢ both belong to L*(R x R? x R?) with
2
o
”atqb + (u ’ vqu)"L?(Rdede) + 7”AU¢HL2(RXRdXRd) < C(d)||hHL2(R><Rd><Rd)7

(b) D3¢ and |V, Dy/>$| belong to L*(R x R% x RY) with

||qu915/3¢”2L2(R><Rd><Rd) + H‘Dg/3¢‘|%2(RXRdXRd) < C(d)”hHiZ(RXRdXRd)'

where for a € (0,1), D is the fractional derivative w.r.t. x-variables, defined as the fractional Laplace operator
of order « defined as DS = (—/\,)*/2.
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Lemma A.6. Ler T > 0. Consider the mollifying sequence By, such that Supp(S;) C (0, %) and assume the
function F: [0,T] — R is continuous on [0, T). Then the convolution F x By, converges uniformly towards F on
any compact of (0,T).

Proof. We extend the function F' continuously on R and we denote this continuation as F. By [9], we have that
F x By, converges uniformly towards F'. _
Let K, be a compact of (0, T'] such that the distance d(0, K.) > . On K., F'x 3}, converges uniformly towards

F. For large enough k > k., Supp(Bx) N K. = (), and by comparing the supports, for any ¢t € K., F % 3 (t) =
FxBi(t). Letk > ke:

sup |F % Bi(t) — F(t)| = sup |F # Bi(t) — F(t)] 22 0
teK,. teK,.

and we conclude. O

B Complement to Lemma 2.2 about the density of the discretized free
Langevin process

Lemma B.1. The transition density of the discretized version of the free Langevin process

t
Z :x—i—tu—i—a/ W, (s ds
t 0 n(s) (Bl)
Vvt =u -+ O'Wt
is a Gaussian transition density

PH(052,u586,0) = D0, .00 (€ — (& +tu),{ — u)

where par(o,r) denotes the centered Gaussian density with covariance I, and

5 _ tn(t)(t — n(t) — At) + n(t)(n(t)JrAé)(?n(tHAt) tn(t) — w
t#'r](t))At - t’l](t) _ 77(15)(71(;)+At) t

is degenerate in its first coordinate when t < At.
Proof. We have that EZ; = x + tu and EV; = u. Also Var [V;] = o*t and
t &)1
/0 Wi(s) ds = ; Wi, (tiv1 — ti) + (. — n(t)) Wy
L= tOWO) — tig1 (Wtiﬂ - Wti) + (t =) Wa
laz -1 laz)-1

= n(t)Wn(t) - Z tit1 (Wti+1 - th) + (t - n(t))Wn(t) = tWT}(t) - Z tit1 (WtH—l - Wtz) )

i=0 =0
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and by computing the variance of the previous sum:
t lag)-1

Var |:/ Wn(s) d81| = Var th(t) - Z ti+1 (Wti+l - th)

0 i=0
lag)-1 laz -1
= tQVar [Wn(t)] + Var t1'+1 (Wti+1 — th) — 2t Z t,j+1(COV [Wﬂ(t)’ WtiJrl — thjl
i=0 i=0
laz)-1 l2¢)-1

=)+ D B A=2 Yt At
1=0 i=0

6

Concerning the covariance:

t
Cov |:Wt,/ Wn(s) dS:l = Cov Wn th(t) — ti+1 (Wt,“rl - th)
0 :

laz)-1

—tn(t) 3 it = (p) - TS
=0
Finally, we obtain that:

|:thﬂ::| N |:1, + tu:l 02 t’l](t) (t _ U(t) _ At) + n(t)(n(t)JrAé)(?n(tHAt) t?](t) _ n(t)(n(QtHAt) .
V; > m ’ t’l](t) _ W(t)(n(;)+At) t

Let ¢ > At and ¥ 4y, A+ denotes the above covariance matrix. When ¢ # (t), we consider the index & € N*
such that n(t) = kAt and € € (0,1) such that t = € + kAt. It can be easily seen that:

det(S 5(0),a8) = %kAt (12¢® +12(k — 1) Ate + 2(k — 1)(2k — 1)(At)*e + k(k — 1)(At)?) .

So it can be seen that det (3, ,,(),a¢) > 0. Then, for ¢ = n(t) > At then:

”(1’;)2 (n(t)> = (At)?) > 0.

Then, for any ¢ > At, we have that the pdf of the r.v. (Z;", V,"") is:

det(zt?n(t)yAt) ==

T
_ 1 1 5—(x+tu)} [5—(w+tu)]
L
0;x,ust:€,C) = exp| —= Yy .
A <) 27 /det(X¢ pe),at) g ( 2 [ (—u PR
When t < At, the position process is a degenerate random variable and the pdf becomes:
_ 1 (€ —w)?
L. . _
p (0,17771,5,() - 6(67 (’I+tu))g ot €Xp ( 20-2t
where ¢ is the Dirac delta distribution. O

C Some complements to Section 6

For the sake of completeness, we present in this appendix the proofs of the section 6.
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C.1 Proof of Theorem 6.1

We assume that the drift b is a C°(R? x R?) function.
We consider the inputs ( fo, ¢) and assume the following

(Hp,y.0): fo € L*(D x RY) N Cy(D x RY) and ¢ € L*(XF) N Cy(X7).

As a preliminary for the proof of Theorem 6.1, let us recall a more classical existence result for equation (6.5),
issued from the application of Lions and Magenes Theorem A.3.

Lemma C.1. Assume (Hppg). Given two functions fo € L*(D x R?) and q € LZ(EJ:F), there exists a unique
function f in C([0, T); L2(DxRY))NH(Qr) admitting a trace ¥(f) € L?(X1) along the boundary Y, satisfying
equation (6.5) in the sense that
2
o .

Of — (u-Vuf)— (b(z,u) - Vuf) — 7Auf =0, in H'(Qr),

ft=0,z,u) = fo(z,u), on D x R,

V(f)(tv I,U) = Q(ta I‘,U), on E;

In particular, for all t € (0,T),

(C.1)

IFONZ2pxray + 02NVl [ F2q,) + ||7(f)||2Lz(gt—) < CO7,|Vu b0 (Hfo||2L2(Dde) + ||Q\|iz(2t+)) (C.2)

where Cr ||y, .b|| .. ,0 IS a positive constant depending on T, b and o.

Proof. Step 1: Construction of a solution in +(Qr)

Let \ be a real to be defined later on and the functions f: (¢, z,u) € Q7 + exp(—At)f(t, z,u) and §: (t, 2, u) €
ST+ exp(—At)q(t, z,u). Then (C.1) becomes:

o? - -
8tf_ ('LL : me) - (b(xvu) : vuf) - ?Auf + )‘f = 07 in H/(QT)v

.f(t = 0,]}7’&) = fo(x,u), on D x Rda
Y(f)(t, z,u) = q(t,x,u), on ZJTF.

In order to apply Theorem (A.3), the space F is identified as H(Qr) considered with its norm. Also we define
the space F' = {1 € C°(Qp;R), s.t. » =0on {T} x D x R? and on ¥} together with its norm:

615 = 19 B + 1912z,

(C.3)

which shows that the canonical injection from F' into H(Q7) is continuous.
The variational form of (C.3) is written as: for ¢ € F,

2
[ voi- [ wtwv.p- [ vtV -G [ wsufer| wi-o
T QT Qr Qr Qr
2
= = Jowt [ Jw- V) | e V) + T [ Vi Vi x| of
Qr Qr Qr Qr Qr

= [ w@ef+ [ w0

DxR4

Sr DxR? DxR?
e m)lof + [

L ;

:/+|(u-n73)|¢q+/ ¥(0,+)fo
b3 D xR

T

which allows to identify the bilinear form A: (p, ) € (H(Qr) x F) — A(p, ) as:

2

Aoy == [ got [ o) [ v Guow+ G [ Vo viea [ e
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and the linear form L: ¢ € F — L(¢):

) = [l nligw+ [ o000

T

So the shorthand version of the variational form of (C.3) is:

A(f,v) = L(¥). (C4)
It is clear that the mapping A(-, 1)) from H(Qr) into R is continuous for any ¢ in F'. Concerning the coercivity,
for any ¢ in F:

2
(b, ) - Vth)th + % Vb - Vb + A [ 2

AW, ) =— | Yop+ [ P(u-Vat) —/ 0 0

Qr Qr Qr

1 1 1 1
D) (T, -, ')||iz(pxw) + 5 140, -, ')||2L2(Dde) + 5/ u-Vap? — 9 b(x,u) - V1
Qr Qr

2
g
+ ?Hvu"/)HQL?(QT) + AYlZ2 0

1

2 1 2 1 s, O 2 2
=5 (%0, M z2pxray + 5 /2; |(uw-np)|p® + By T(Vu “b(z,u))P” + ?”VM/JHB(QT) + AVl 220m

1 1 o2
> 510y + (A= 5190 o limon) ) WlBscan + IVt

. 1 0?1
> min (A= 319, e 0ll~ian: G5 ) -

1
By choosing A > 5 [V - b(2, u)|| (@), A becomes a coercive application on F' x F’ and, as such, by Theorem

(A.3), there exists f in 7(Q;) such that for any ¢ in F, the equation (C.4) is satisfied. Multiplying this function
by exp(At) gives the desired result.

Step 2: Existence of the trace on X1 and proof of energy inequality

Consider now the transport operator 7 = 0; — u - V, and the spaces:

Y(Qr) ={p e H(Qr); =T (p) € H'(Qr)}

and

V(Qr) = {¥ € H(Qr): ¢ has traces (4F) on X7, 7(4%) € L*(57)}
We shall show that f € Y(Qr). Let ¢ € C°(Qr), then:

‘/T'T(m] _ ’/ bV -2 5 Auﬂp‘

< 1Bl e /Q Vo fllel + | /Q vufvuso\

< mae { 1Bl o= ey + 1} 1 lucam 1y -

This means that f € Y(Qr) , so by [10], f admits a trace on the border of the domain D and f € V(Q;), and the
Green formula (A.4) can be applied. Equation (C.1) can be rewritten as:

2

Ttz u) — bz, u) - Vo f(t,z,u) — %Auf =0
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and by multiplying with f and integrating over ()1, we obtain that:

2

(T(F): D omy mi@m /Q Vs =G [ gaar=o0

= (T°(f): N +/ fz(T,x,u)dxdu—/ f2
H(Qr),H(QT) DxRY i 0
2
_ o
[ = [ oo 2= [ 0ovuns =% [ rnu=
e Xr T Qr
Since 7* = —T, we add the two previous equations to obtain that:

/ f2(T,x,u)dxdu—/ fg_/ (U"I’LD)QQ
DxR4 D xR =7

(u-np)r(f)? - / 20 -Vuf)f —0® [ FAuf=0

/E; T Qr

As T is arbitrary, this also writes for any t < T,

£ 2 (o + / Junol(v(f)7)2 + / (Va0 + 02 [Vl 2000

t t

= Uolacoasy + [ lu-mol(2(1)*)

t

and

2 2 2 2 2
IfONL2pxray + IV 2s) + o |Vuflliz0) = _/Q (Vau - 0) 12 + [ foll 22 (ppay + lallz2(sty -

t

From this, one has the inequality:

t
2 2 2 2
1F Oz (pxrey < Mfoll2pyray + lallz2 sy + 1V - bHLOO(Qt)/O ds || f () 2(pxray

So by Grownall’s lemma:
2 2 2 1
O sty < (olEsensy + lcopy) 9 (3 19 Ulumia )

2 2 2 1
and Hf”Lz(Qt <t (”fOHL?(Dx]Rd) + ||Q||L2(zj)) exp (2 Ve - b”LOG(Qt) t
which when plugged in the previous equality, allows to obtain (C.2) with

Cr9utlee = 1+ TV bl e ) 50 (I bll o) T) -
The uniqueness of the solution is obtained from the energy inequality and linearity of the equation. O

Proposition C.2 (Interior regularity). Under (Hy, ,), the unique solution f of (C.1) belongs to C*12(Qr).

Proof. To prove this proposition, it is sufficient to show that, for all zy := (¢o, Zo, ug) in Qr, there exists r > 0
such that f belongs to C1'12(B,, (r)) where B,,(r) C Qr is the open ball centred at zq of radius r. To this end,
we use the Sobolev embeddings (see e.g. [9], Corollary 9.15): form = |d/2| +2 — |1 — (d/2 — |d/2])], we
have?

W22((0,7)) € CH([0,T]),  W™2(Byy (1)) € CH(Byy(r)),  WTFH2(By, (1) € C*(Buy, (7).

We thus first prove that for some r > 0,

107 fllz2py o+ Y. IDMfle@myon+ D, IDEflze(s., ) < +00, (C.5)

neN;|n|<m RENY;| k| <m+1

2For | x| the nearest integer lower than z € RY.
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where D] and D} refer to the differential operators given by

DIf =002 - 9 ., for p = (n1,m2,- - ,1a) € N,
K K1 QK K d
Dy f =051052--- 05t f, for k = (K1, k2, -+, kq) € N%

Uy “u2

Since b is assumed to be a Cg°(R? x RY) function here, we can iterate the whole argument and prove (C.5) for
higher order of Sobolev derivatives to conclude that f belongs to C42(B,, (r)).

The proof of (C.5), is based on a bootstrap argument that uses the regularity results (in fractional Sobolev
spaces) obtained in Bouchut [7] for the solution to kinetic equation (see Theorem A.5).

Step 1. Let us start with the regularity along the (z, u)-variables. We proceed by induction on a truncated version
of f.

For any 7y > 0 such that B, (ro) € Qr, we denote by 3., : Qr — [0, 1], a C2°(Qr)-cutoff function such
that

{ Br, = 10n BZO(%O)’
Bro =00n Qr \ B, (r0).

We further assume that there exists a constant C' depending on r( such that

> 107 DI DL Broll Lo (@) < C-
neNY;|n|<m+1; BEN;|B|<m+2

Starting from f € L2((0,T) x D; H!(R?)) given in Lemma C.1, the truncated function f,, := j3,, f satisfies, in
the sense of distributions,

2
atho - (U . vxfro) - %Aufm = Frgf + (\Ijro : vuf)a on QTv

f’roltZO = 07 on D x Rd?
v (fr) =0, on BF,

with Ty := 0¢Bry — (u - ViulBry) — U—ZAU,BTO and ¥, = —0?V,B3,, + (Br,b). Extending f.,, T, f and
(U, - V..f) on the whole space R x R? x R? by 0 outside B.,(rg), one has

2
Onfry — (- Vafry) — %Aufm = gry, in (CZ(R x RY x RY)) (C.6)

where g, :=I'yy f + (U, - Vi f ). Let us now recall Theorem 1.5 (and its proof) in [7]: for o € (0, 1), we further
denote by D¢ the fractional derivative w.r.t. z-variables, defined as the fractional Laplace operator of order o

D = (=A,)Y2
Since T',,, f and (U, - V. f) are in L2(R x R x RY), Theorem A.5-(b) implies that D2/* £, |V, D3* f,,|, and
Ay fr arein L2(R x RY x R?). As 8,, = 1 on B, (%), this particularly ensures that
||Da2:/3fHL2(BZO(%°)) = ||Dg2c/3meL2(BZO(%O)) < ID23 fro |l 12 (R xR xR < +00,
”quglc/gf”LZ(Bzo ) = Hqui/?)fro”L?(BzU(%O)) < ”quglc/Sfro”Lz(Rdex]Rd) < +o0.

By setting r; := %2 and f,, := S, f, it follows that DY*f,, € L2(RxRIxRY) (since’ | D3/? f,, 172 (R xraxra)y <

| fro 2 (Rx R xRA) HD?/ 3 fri || L2 (Rxraxr4).) Furthermore, as we are dealing with L? norm, the fractional Sobolev
space H*, 0 < a < 1 and the fractional Laplacian operator D® are connected and (see [22], Proposition 3.6),
I fllzze = C||D*f]| L2 for C a dimensional constant. Moreover, as g, is the product of C° functions with f
and V,, f,1, we can apply the Lemma 5.3 in [22], to get

IDY g0, | L2 (Rxmaxray = Cllgrillzss.. () < CIE s, oy + C IV 518 (B, (m)) < 00
0 0] 0

3This can be shown by applying a Cauchy-Schwarz inequality in the alternative definition of the fractional derivative in L? via Fourier
transform, see e.g. [22].
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Applying the differential operator Di,/ % to (C.6), one can check that Di/ 3 fr, satisfies
2
8 DY3f. — (u-V,DY3f. ) — %AUD;/B’ fr. =DY3g, in (C°(R x RY x RY)Y'. (C.7)

From Theorem A.5-(b) again, we obtain that |V, f,, | < C’|D§;/3 (Dglg/?’ﬂ1 )| € L2 (RxR4xR%), and |VUD§/3f7~1 | €
L*(R x R% x R?). Therefore, |V, f| € L?(B.,(%)). Applying again DY 10 (C.7), applying Theorem A.5-(b)
a third time, one can also deduce that [V, V, f| is in L?(B., (%))

We obtain the regularity w.r.t. u by applying the differential operator 0,,, to Eq. (C.6). Hence 0,, f,, satisfies

2
8tauifr1 - (’LL : Va:aulfrl) - %Auaulfn = uigrl + 8% fna il’l (CCOO(R X Rd X Rd))l7 (Cg)

where
Ouigry = (O, e ) f + Ty Ouy f + (Vry - VuOu, f) + (00, Vry - Vi f) .
Theorem A.5-(a) ensures that || A, fry || L2 (RxRexre) < +00. As fr, has a compact support, standard arguments
give that
Z Hazi,ujfro||2L?(]R><Rd><]Rd) = ”AufToH%%Rdede) < +00
1<i,j<d
and thus

Z Ha’Zi:Ujf”%Q(Bzo("‘l)) = Z HainujfmHLZ(BZO(”)) < Foo.
1<i,j<d 1<4,5<d

Now we set h = Oy, gr, +0u, fr, With [|A]| 12 mxrdxrd) < [[Vugr | L2@xraxrd) + | Va fro | L2 (RxRE xR < 400,
since
IVugr lz2@xrixray < C(1f 2y + IVl @y ooy + D 105, ., Fl72(5., () < +o0.
1<i,j<d
Theorem A.5-(a) ensures that |V, (A, f,, )| € L*(R x R? x R?) and hence that |\, V,, f| € L*(B.,(4)).
We sum up the estimations we have obtained as
HvfoLZ(BZO(;TO)) + ”vxvufHL?(BzO(;TO)) + ”Auvuf”LQ(BZO(;%)) < +o0. (C.9)

We extend (C.9) to higher order differentials through the following induction argument: we have proved that
for N =1,

Df, |VuDIf|, VoD f|, | VD! f|are all in L?(B,,(Ry)), forall 7 € N?such that1 < || < N,

with Ry = r9/23" and iy’ € N is such that || = || — 1.
Starting from the induction assumption that | D | .2 (5., (rx)) IV D2 fll2(B., (rRx)) < +00, for [n| < N,
we have that D! fr . satisfies

2
g . o
athfRN - (’LL ! VJCDngN) - ?AuDngN = DZQRN’ n (Cc (R X Rd X Rd))/'

Applying three times Theorem A.5-(b), we deduce as before that |V, D7 f| and |V, V,, D f| are in L*(B,, (fg—f;))
Now, from the induction assumption ||V D{l f[|2(B., (ry)) + HV:EDZ,fHLz(BZD(RN)) < 400, for  and 77/,

[n| < N, we have that D7 fg satisfies

2
atDZfRN - ('LL : vaZfRN) - %AU‘D’ZfRN = DZgRN + (DZ(’LL : vszN) - (’LL ’ Vﬁ?DZfRN)) )
in (C2*(R x R4 x R%))’. Since
1D (- Vafry) = (u-VaDlfr ) < Y IVaDY fllzs., (ra)) < +00,

n'5|n’|=N-1

applying Theorem A.5-(a), we deduce as before that A, D1l f € L*(B., (%)), which ensures that ||V, DI f| €
L?(B.,(£x)). By applying Theorem A.5-(b) three times, we obtain that |V, D! f| € L?(B.,(£4)). This ends
the proof of the induction N + 1.

ro

We iterate mm times this induction and conclude that, for r := 5,

Y. IDHflem,ent DL Dl ey < +oo.

neN;|n|<m RENY|k|<m+-1
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Step 2. Finally, we estimate [|07 f||.2(5., (). Since V. f and g zg are in L*(B.,(%%)), according to Theorem
A.5-(a), we have

||3tf;%||L2(BZO(;;g)) < ||3tf%0 + (u- vxf;%)”LQ(BZO(;%’)) + I (u - vxf;%)HL%BZO(;TO))
<

To
grg |L2(B20(g—g)) + ﬁ||vzf%||L2(Bzo(;%)) < H-00.

2
Moreover 0,, f [ satisfies (C.8) and O, f [ satisfies
2 2

2
000, frg — (u-Vuly, fryg) — %Auazi frg = 8y,grg in (C(R x RY x RY)Y,

J

with |Vﬁf13) y |Vufr7(§ s 821 =
2 2 ’
that 05, grq and 0y, grq are also in L?(B.,(%%)). From Theorem A.5-(a) again it follows that
2 2

fro, 0% fro and 97, fro in L?(B.,(53)) for 1 <4,j < d. We easily deduce
2 ’ 2 v 2

100 F

so that [0;V fre| and [0;V, frg | are in L*(B.,(%%)). Now we observe that O¢ fry satisfies
2 2 2

7o
2(8.,(28)) < CllOz:9zg Ml L2529 + §||Vz5zif;fg||L2(Bzo(;g))a

To
2(8.,(28)) < CllOugzgllL2(m., (29 + 27||Vw8uifg%||L2(Bzo(;%))-

2
O frg — (u-Vidyfry) — %Auatf% = Ougrg in (CZ(R x R x R))/,

with
Orgzy =Ty 0uf + (Vsg - Vudif) + O )f + (005 - Vuf ) € L2(Bo, (55

It follows that 07 f € L*(B.,(%%)) since

))-

To
||8t2f;—g||L2(BZO(;—§)) < CllOrgzg |l r2(p., () + 27||Vz(5tf)||L2(BZO(;%)) < Fo0.

This enables us to conclude on (C.5).

Lemma C.3. Let f be given as in Lemma C.1. Then for a.e. (t,x,u) € Qr,

inf fO A inf q(t7 z, U) < f(tv z, ’LL) < Sup fO \ Sup Q(ta z, ’LL)
(z,u)€D xR (t,z,u)eTr—3Y (z,u)€DXR4 (t,z,u)eTr—XY

Proof. Let {nr}r>0 be a sequence of C*°-cutoff functions on R such that, for all R > 0, ngp = nr(u) €
L' N L>°(R?) and there exists 0 < C'r < 0o such that

|Vu7]R(U)\ + |Au773(u)| < CR’]R(U)a Vu e Rd7

(for instance, take ngr(u) = R?/(R? + |u|?)). Taking \.(t) = exp{xt} for  a real number that will be chosen
later and

M = sup fO \ sup q(t,m,u),
(z,u)€D xR (t,z,u)eTr—XY

we get that
L(mrAe |(f = M)*[)
2 9 9 42 (C.10)
= |(f*M)+| L(nR/\n)+nR>‘nL(|(f*M)+| )*O— Ar (VuT]Rvqu*M) | )

Let us point out that the function A,|(f — M)T|? is well defined a.e. on Qr since, using Theorem A.2,
one can check that A,|(f — M)T|? = 2V, - (f — M)TV.(f — M)) = 2((f — M)TA.(f — M)) +
2|Vu(f — M)]? 1y¢>ary. In particular

L(|(f = M)*[*)
) (at(f—M)—um(f—M)—b-u (f = M)

<0

0.2

8 = M) (7 = M) = 0? [9.(f 1)

)
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Therefore, integrating (C.10) over Q7, we have

/ L |(F — MY*)
Q

T

= / |(F = M)*[* Lnade) + A L(|(F = MYF[?) = oA (Vunn - Vu [(F = 2D ) (ca

T

2 2
< [ 10 =M P L) = oA (Va9 = 20 )
T
Observing that an integration by part on the second integral on the right-hand side of (C.11) gives

|1 =207 P Lnare) = 0 (Vane - V(£ = M) * )

T

- / (L(rAs) + 02N Luir) |(f = M)*|

T

Using an integration by part for the left-hand side of (C.11) and, since
|(fo—M)T|=00onD xR? |(g— M)T|=0onX}.

we get

/JMMAU—Mﬁﬁ:/‘ nrA(T) |(F(T) — M)*|?

T DxR4

— [ weno@inare o) =30 + [ (Vb7 - 07"

I Qr
Therefore

[ @@ =20 P = [ (e no(@)me. 6(F) - )

DxR4 T
= /Q (L(’I]R/\K) + 02)\mAunR - (vu . b) 77R)\m) ’(f - M)+’2
2
:/Q (ﬁnR_vuan‘F ZAunR_(Vub)nR> AK‘(f_M)Jr‘Q
2
< / </~£ +Cr(1+ % + 1|6l ) + |V - b||L°°> MRk ’(f - M)+’2 .
Qr

Since

/ nRA(T) (£ (T) = M)*[* - /,(u snp(@))nrAs |(7(F) = M)T|* >0,
DxRI pap

choosing x < 0 such that
2
o

implies that (f — M)™ = 0 and that f < M a.e. on Q7. Replacing f — M by m — f, for

m= inf A inf t,x,u),
(z,u)EDXR fO (t,z,u)€ST—X9 q( )
and using similar arguments yields to f > m a.e. on Q7. O

Proposition C.4 (Continuity up to 31). Assume (Hppg) and (Hy, o). Let f € CH12(Qr) N C([0,T]; L*(D x
RY)) N H(Qr) be the solution to (6.5) with inputs (fo, q). Then f is continuous up to $F.
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Proof. To show the continuity up to the boundary 7%, we follow the classical method of local barrier functions
(see e.g. [15]). Let (to, 7o, up) € X7 (ie. to € (0,T),$E)d) =0, (u-np(x)) = —uéd) > 0). Since ¢ is continuous

in ©7., we can assume that for any € > 0, there exists a neighborhood 05, w0 .uo Such that

Q(t07x07u0) —e< q(hm,u) < q(t()u ‘T07u0) +¢ V(t,x, ’LL) € Oto To,Uo n E;
In addition, since ug-np(zo) = —uéd) > 0, by reducing 05, .. ,,,» We can assume that u-np(z) = —u® >n>0
forall (t,z,u) € Of, 4, v,- Consequently, by setting o(z): # € R — dist(z, 9D) (which is simply o(z) = (%),

and
2

Li=0—(u- V) — (b(z,u)- V) — %Au,

we observe that, for all (¢, z,u) € Of

Zo,uo’
L(o)(t, 7, u) = —(u- Vo(x)) = u- np(z) > 7 > 0. C.12)
Reducmg again Of up» WE can assume that Of . ., has the form (o —dc, to+0c) X By, (0;) X By, (d;) (Where

By, (8") [resp. By, ((5’ )] is the ball centered in xq [resp. wug] of radius §’) for some positive constants d., d. > 0
chosen such that 0 < ¢y — d < tg + J < T and §. < 7.
We can construct a maximizing barrier function related to (to, zg, ug) € E’TL with

We(x) = qto, o, up) + € + ke|z — IO\Q + K.o(z), (C.13)

where the parameters K., k. > 0 are chosen large enough so that, for M the upper-bound of f on 9O, 4.1y N
Q7 (which is finite by Lemma C.3), we have

Te(x) — MF > k|x — xo|> — MF >k (68))* — M >0,
and, by (C.12),

L) (z) = —2kcu - (x — 20) — Keu - Vo(x) > —2k|ul|z — zo| — Kcu®

>
; —2k(|uo| + 8")6" + K > 0.
In the same way, we construct a minimizing barrier of the form
w (t,z,u) = q(to, xo,up) — € — I~€€|m —x0]? — REQ(QT). (C.14)
with f(ﬂ /’Z:€ > 0 chosen so that, for M~ the lower-bound of f on 90, 4, 4, N @1, we have
w (z)— M- <0and L(w,)(z) <0.

Thus, w, and w, satisfy the properties

(a) @e(t,x,u) > q(t,z,u) > w (t,x,u) forall (t,z,u) € Oty moue N (0,T) x ID x RY,
(8) (@) > 0> Llaw,) forall (t,2,u) € Oy g N @

(P)- (¢) We(t,z,u) > MT> f(t,x,u), and w,(t,r,u) < M~< f(t,z,u), forall (t,z,u) € 004, vo.uo N QT,
(

d) lim w(to, 0, u0) = lim w(to, o, u0) = q(to, o, uo)-
e—0t e—0t

hE\

Now we shall prove that, for f the solution to (6.5), w, < f < we on O z9.u, N Q7. Owing to the
property (P)-(d), this allows to conclude that f (¢, 2, u) tends to q(to, o, uo) as (t,x, u) tends to (o, o, ug), for
all (to, 7o, uo) of ¥..

For the local comparison between w, and f, we proceed as in the proof of Lemma C.3 and we consider the
positive part (f — @.)" of f — @.. Let 3 be a real parameter that we will specify later. Recalling from the proof
of Lemma C.3 that the function A, |(f — @) |? is well defined a.e. on Q7 with

Au|( _W6)+| ((f_we)+AU(f_56)>+2‘Vu<f_we)‘2 ]1{f>wg}-

we shall observe that, on Oy, (.4, N @,

L(exp{Bt} |(f =) *[*) = Bexp {8t} [(f — @) |+ exp {(BHL( (f —F) ).
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The property (P—)(b) ensures that

L(’(f —@€)+|2) = 2(f _we)+L(f _we) —o” |vu(f —U€)|2 1{f>we} < —o? |VU(f _we)|2 ]1{f>we} <0,

so that )
Liexp {8t} |(f —we)*|") < Bexp {8t} |(f —wo)t|”.

Integrating the two sides of the above inequality over O ., N @1, We get

2
/ Lexp (0} (7 -2 < [ Bexp (81} |(f ~ 20|
Oty ,0,upNQT to,w0,up QT
wing to (P)—(a) and (P)—(c), (f —@e)" is zero on Of , . N Y7 and IO, . . N Q7. An integration by
parts of the left-hand side expression yields
/ L(exp {,Bt}‘ — We) | (t, x,u)
Of ) xp.up QT

:/ exp(Bt) |(f — @) |* (b2, u) V. - b, ),
Ofp.20.uo QT

and

og/ (8~ V., - blar,u)) exp {BL}|(f — @) 2.
Oty ,20,u9NQT

Choosing # < 0 such that 3 + ||V - b||ec(pxre)y < O ensures that, for ae. (t,z,u) € Of , ., N Qr,
ft,x,u) <wWe(t, z,u). Similar arguments entail that w, < f.

Feynman-Kac representation and continuity up to and along >..  We prove the Feynman-Kac representa-
tion (6.6) by replicating the arguments of Friedman [14, Chapter 5, Theorem 5.2]: for (y,v) € D x R? fixed,
let ((zf",uf"); t € [0,T7]) satisfy (6.4). Set 57" := inf{t > 0; d(z}"",0D) < 6}. Since f is smooth in the

interior of Q7 and satisfies (6.5), applying It6’s formula to f(¢ — s, ngﬂg,v , “gfﬂg'“)’ for s € [0, t], yields

f(t,y,U) = ]E]P’ fo(x?m?uty’v)]]-{t S ﬁg»“}] +E]P’ |:f(t - 55 s L ;/v ’;}iv)]].{t > ﬂgﬂl} .

Since P-a.s., 57" tends to f¥¥ = inf{t > 0; d(z{"",0D) = 0}, as J tends to 0, and thanks to Proposition C.4,
one obtains (6.6).

Proposition C.5. Assume (Hy, o). Let f € CH12(Qr)NC(QrUXT.) be the solution to (6.5). Then f is continuous
along and up to ¥r..

Proof. According to (6.6) and since fy and ¢ are continuous, the continuity of f up to X7 will follow from
the continuity of (y,v) — (8%, z¥", uY""). P-almost surely, for all ¢ > 0, the flow (y,v ) (2 ud?) is
continuous on R? x R%. As (y,v) ¢ X% U X+, we have BY¥ = 7Y := inf{t > 0; 2}’ ¢ D}. To prove that
(y,v) — 7% is continuous up to X, we follow the general proof of the continuity of exit time related to a flow
of continuous processes given in Proposition 6.3 in Darling and Pardoux [13]. First, replicating the argument of
the authors, one can show that, for all (,,, V) € D x R such that lim,, ¢ oo (Y, vm) = (y,v) € X7,

lim sup 7Ym-vm < 797,
m——+oo
Next, it is sufficient to check that
7YY < liminf 7Ym"m,
m——+oo
By an [6] it is shown that for a.e. (y,v) € D x RYU X, the path t +— (2", u{"”) never hits X°UX.~, and, since
P-as. (t,y,v) = (x}"",u}"") is continuous on [0, +00) x D x R<, one can check that

{(x¥gtm, ulytn); m € N} € B7F,

Yy,v + . o . n
and that (‘Thrn mfm*,Jroo TYM,Vm ) ’thm inf s 100 TYMS um) € X7, Since 7YV = 1nf{t > O7 ( ut ) cy } we
deduce that 7%V € [0, liminf,, oo TY™"™]. -
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C.2  Proof of Corollary 6.2

Proof. Forn > 1, let us assume that T%_, € C(Qr \ X°) with Fﬁfl‘z; € L2(27). Then TY_ | (¢, 2,u — 2(u -

np(x))np(x)) ‘E}“ is in L2(X7) since, by using the change of variables
uru:=u—2(u-np(z))np(x)

for fixed x € 9D, we have

[ 1w no@)] (F (o = 20w np(@)no(@)) s (t2.0)
ET

5 (C.15)
= [t (e (T () dhsn () = I g < +oc.
T
From the strong Markov property of the solution of (1.1), we get that for all (z,u) € (D x R?) U X,
Elp(X e, Upten) Lo o] = E[TY_y (£ — 71, XZ0, UL e any]- (C.16)

Considering a sequence (2, U, m € N) in D x R? converging to (z,u) € XF, and t > 0, we have, for m large
enough

(T:lwnuurn’ Xfﬂl)um’ Utznlau7n7 _{t < 7_1$m7u1n }) — (/BJCWL 7U7n7 mfﬂl;"hn , ut$m7u1n7 {t < ﬁﬂ%nﬂzhn })
Tm ,Um Tm,Um —_ Tm ,Um ST Um
(XTfm,uma Tfm»um) = (xﬂzm’um7uﬂ1mxum)‘
Hence, from the continuity of (y,v) — (8%, ", u¥"") proved with Proposition C.5,

i X e Ul = (02,4 = 2{u - np (@) (2)).

Since ¥ is continuous and ¥ = 0 on XV, the right-hand side of (C.16) is then continuous on (D x Rd) UXt, as
well as
B (X e U Mrzsgy] = BIO(X e, Uplaa ) Lrpsgy]-

tATE Y t/\Tf’“’

Moreover, for (t,z,u) € X7,
P _ : T Um T, Um . T s Um Lo, s U o
Fn (t7 z, U) - mgriloo {E[U)(Xt/\.rﬁmvum ) Ut/\‘r,fm"um )]]‘{Tf"“u’" <t}} + ]E[q/}(Xt/\Tgmwum ) Ut/\TZm«um )]]-{7'11""'“’” Zt}] }

=TY [ (t,z,u—2(u-np(z))np(z)).

Now Theorem 6.1 ensures that there exists a classical solution f,, to (6.5) for fo = v and q(t,z,u) =
Y (t,z,u—2(u-np(z))np(z)) on Y1 According to (6.6), we have, for (¢, z,u) € Qr

falt,z,u) = Ep [w(xf’“,uf’u)ﬂ{t < ﬁlu}:|
4 Ep [ij_l (t — BT gt gt — 2(ug ~nv($§fu))np($zfu)) Ly s /31’“}} :
One can observe that
Be [90a " )L < ooy | = Be [V VPN < oy | = B [0 U < o
and that
Ep D0, (£= 87 s ufite = 2(ufits - np(@hit)np(@ht)) 1y 5 gy
= Bp [TY_ (= 77", X204, UL (> Tf’“}}

T, T,
= B [0(X] s Ul )y 5 oy ]
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where the second equality follows from the strong Markov property of (X;"*, U;""). Therefore

fn(t7x7u) = ]E]P’ |:1/}(th/’\1:-%“7 Uw’uw,u):| == Fx(t, $7U)7

n tAT,

from which we deduce that T € C'"*(Qr) NC(Qr \ £%) N L2((0, T) x D; H'(R?)) is a solution to (6.8) with
F}HE; € L?(X7). Moreover, according to (C.15), for all ¢ € (0,7,

HF%U)H%%Dde) + ||F%||iz(2;) +/ (V- bz, w)(T)? + 02||Vumf||2LZ(Qt) 17

= ||w||%2(D><]Rd) + ||qu2(Zt+) = HwH%?(DXRd) + HFZ—1||2L2(Z;)'
which implies

I8 0oy + T80 ey + 0 IVulE 220,
< 10 aney + Il + 190 - laoesy | (27

resulting in (6.9) by Gronwall’s lemma. For n = 1, setting fo = % and ¢ = wE? = 0 (since 9 has its support in

the interior of D x R?), one can check that TV € C;""*(Qr) N C(Qr \ £9) N L2((0,T) x D; H' (RY)) satisties
(6.8) and (6.9). By induction, we end the proof. ]

C.3 Proof of Corollary 6.3

Proof. We first observe that since ©|gp yra = 0,

D% (2, u) = Bp [$(X [0 Uity | = Be [0, U ) Lz ]

tATE ) AT

Next, there exists a nonnegative function 3 € L?(R x R) such that 3(|z|,|u|) = 1 on the support of 1) and
4] < CA(Ja] [ul), with € = Sup(, ez [¢](. u). Then

F;’Z;(t,x,u) < CE]P’ [6(|X£L’u|’ |Utw7u )1{755’”21&}] .

As Ep[B(|U;""|)] is equal to the convolution product (G * 3)(|z|, |u|), where G denotes the density of the free
Langevin process (6.4), we obtain

—C(G # B)(|z], Jul) < T¥ (¢t a,u) < C(G = B)(|z], |u]), on Qr. (C.18)

Owing to the continuity of I'¥, from the interior of Q7 to its boundary, (C.18) still holds true along E%.
It is show in Proposition 3.1 from [5] that for a.e. (z,u) € (D x RY)U(X \ £°), P(, ,)-a.s. 7, grows to oo as
n increases, so then
lim TY(t,x,u) = TY(t,x,u), forae. (t,z,u) € Qr, Mg -ae. (t,x,u) € L\ TI. (C.19)

n—-+o0o

Indeed,
Dt 2, u) = D% (¢, 2, 0)| = [Bp [B(XE, UF") L rgoecy] | < [llowB(" < ).

In particular, (C.18) is also true for I'¥(t). We conclude by the Lebesgue Dominated Convergence Theorem
that T¥ () converges to T'¥(¢) in L?(D x R%). And since I'¥ is continuous on the compact [0, 7] we have the
convergence to I'¥ in L2(Qr). The Lebesgue Dominated Convergence Theorem also shows that:

/(Vmb(ﬂ:,U))(Fﬁ)Q% (V- blz,u) (%)%

Qt

Next we deduce that the norms involving T'¥ in the left-hand side of (C.17) are finite for all ¢, uniformly
in n (as the right-hand side of (6.9) is bounded uniformly in n by the Maxwellian bound (C.18) and %) is of
compact support). Therefore, the estimate (C.17) is also true for 'Y (see e.g. [9]), and F,‘f converges to 'Y in
L2((0,T) x D; HY(R?)) and the equality (C.17) becomes:

IT% (D122 (pxre) +/Q (V- bz, w)(T%)? + 0 [Vl [[22(q,) = 191122 (pxra) (C.20)

and by Gronwall’s lemma, we obtain (6.10). O
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