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Abstract

An ongoing aim of research in multiobjective Bayesian optimization is to extend its
applicability to a large number of objectives. While coping with a limited budget of
evaluations, recovering the set of optimal compromise solutions generally requires numerous
observations and is less interpretable since this set tends to grow larger with the number of
objectives. We thus propose to focus on a specific solution originating from game theory, the
Kalai-Smorodinsky solution, which possesses attractive properties. In particular, it ensures
equal marginal gains over all objectives. We further make it insensitive to a monotonic
transformation of the objectives by considering the objectives in the copula space. A
novel tailored algorithm is proposed to search for the solution, in the form of a Bayesian
optimization algorithm: sequential sampling decisions are made based on acquisition
functions that derive from an instrumental Gaussian process prior. Our approach is tested on
three problems with respectively four, six, and ten objectives. The method is available in the
R package GPGame available on CRAN at https://cran.r-project.org/package=GPGame.

Keywords: Gaussian process, Game theory, Stepwise uncertainty reduction

1. Introduction

Bayesian optimization (BO) is recognized as a powerful tool for global optimization of
expensive objective functions and now has a broad range of applications in engineering
and machine learning (see, for instance, Shahriari et al., 2016). A typical example is the
calibration of a complex numerical model: to ensure that the model offers an accurate
representation of the system it emulates, some input parameters need to be chosen so that
some model outputs match real-life data (Walter and Pronzato, 1997). Another classical
application is the optimization of performance of large machine learning systems via the
tuning of its hyperparameters (Bergstra et al., 2011). In both cases, the high cost of evaluating
performance drastically limits the optimization budget, and the high sample-efficiency of BO
compared with alternative black-box optimization algorithms makes it highly competitive.

Many black-box problems, including those cited, involve several (or many) performance
metrics that are typically conflicting, so no common minimizer to them exists. This is the
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field of multiobjective optimization, where one aims at minimizing simultaneously a set of p
objectives with respect to a set of input variables over a bounded domain X C R%:

min {y(1>(x), L y® (x)} . (1)

xeX

We assume that the y¥ : X — R functions are expensive to compute, nonlinear, and
potentially observed in noise. Defining that a point x* dominates another point x if all its
objectives are better, the usual goal of multiobjective optimization (MOO) is to uncover the
Pareto set, that is, the subset X* C X containing all the Pareto nondominated solutions:

vx* € X*,¥x € X,3k € {1,...,q} such that y* (x*) < y®¥(x).

The image of the Pareto set in the objective space, P* = {y(D(X*), ..., y(@(X*)}, is called
the Pareto front. Since X* is in general not finite, most MOO algorithms aim at obtaining a
discrete representative subset of it.

One way of solving this problem is by scalarization, aggregating all objective functions via
weights. This allows the use of any technique dedicated to optimization of expensive black-
boxes, generally using surrogates (see, e.g., Knowles, 2006; Zhang et al., 2010). Nevertheless,
the aggregated function may become harder to model than its components, and the relation
between weights and the corresponding Pareto optimal solution is generally not trivial. It
may even be harder for hyperparameter optimization tasks (Smithson et al., 2016) that have
no physical intuition backing weights. In addition, these issues worsen with more objectives,
advocating taking objectives separately.

Most of the well-established Pareto-based algorithms, such as evolutionary (Deb et al.,
2002; Chugh et al., 2017), descent-based (Das and Dennis, 1998), or Bayesian optimization
(Wagner et al., 2010; Hernandez-Lobato et al., 2016a), perform well on two or three objectives
problems but poorly when p > 4, the so-called many-objective optimization (MaO). Indeed,
difficulties inherent to the higher dimension of the objective space (Ishibuchi et al., 2008)
arise, such as the exponential increase in the number of points necessary to approximate the
—possibly singular— Pareto front hyper-surface and the difficulties in its graphical representation.
Moreover, one has to deal with a more MaO intrinsic problem, which is that almost any
admissible design becomes nondominated.

To circumvent these issues, Kukkonen and Lampinen (2007) advocated the use of ranks
instead of nondomination and Bader and Zitzler (2011) contributions to the hypervolume.
However, such algorithms require many objective evaluations and hence do not adapt well to
expensive black boxes. In addition, they do not solve the problem of exploiting the resulting
very large Pareto set. Some authors proposed methods to reduce the number of objectives to
a manageable one (Singh et al., 2011), to use the so-called decomposition-based approaches
(Asafuddoula et al., 2015), or to rely on a set of fixed and adaptive reference vectors (Chugh
et al., 2018). Remarkably, while the difficulty of representing the Pareto front is highlighted,
the question of selecting a particular solution on the Pareto front is mostly left to the user.

Our present proposition amounts to searching for a single, but remarkable in some sense,
solution. To do so, we adopt a game-theoretic perspective, where the selected solution arises
as an equilibrium in a (non) cooperative game played by p virtual agents who own the
respective p objectives (Désidéri et al., 2014). In the following, we show that the so-called
Kalai-Smorodinsky (KS) solution (Kalai and Smorodinsky, 1975) is an appealing alternative.



Intuitively, solutions at the “center” of the Pareto front are preferable compared with
those at extremities —which is precisely what the KS solution consists of. Yet, the notion
of center is arbitrary, since transforming the objectives (nonlinearly, e.g., with a log scale)
would modify the Pareto front shape and affect the decision. Still, most MOO methods are
sensitive to a rescaling of the objective, which is not desirable (Svenson, 2011). Our second
proposition is to make the KS solution insensitive to monotone transformations, by operating
in the copula space (Nelsen, 2006; Binois et al., 2015).

Uncovering the KS solution is a nontrivial task for which, to our knowledge, no algorithm
is available in an expensive black-box framework. Our third contribution is a novel Gaussian-
process-based algorithm, building on the stepwise uncertainty reduction (SUR) paradigm
(Bect et al., 2012). SUR, which is closely related to information-based approaches (Hennig
and Schuler, 2012; Hernandez-Lobato et al., 2016b), has proven to be efficient for solving
single- and multiobjective optimization problems (Villemonteix et al., 2009; Picheny, 2013),
while enjoying strong asymptotic properties (Bect et al., 2016).

The rest of the paper is organized as follows. Section 2 describes the KS solution and
its extension in the copula space. Section 3 presents the Bayesian optimization algorithm
developed to find KS solutions. Section 4 reports empirical performances of our approach
on three challenging problems with respectively four, six and ten objectives. Section 5
summarizes our conclusions and briefly discusses areas for future work.

2. The Kalai-Smorodinsky solution
2.1 The standard KS solution

The Kalai-Smorodinsky solution was first proposed by Kalai and Smorodinsky in 1975 as
an alternative to the Nash bargaining solution in cooperative bargaining. The problem is
as follows: Starting from a disagreement or status quo point d in the objective space, the
players aim at maximizing their own benefit while moving from d toward the Pareto front
(i.e., the efficiency set). The KS solution is of egalitarian inspiration (Conley and Wilkie,
1991) and states that the selected efficient solution should yield equal benefit ratio to all the
players. Indeed, given the utopia (or ideal, or shadow) point u € RP defined by

() — mi ()
u® = min y™(x),

selecting any compromise solution s would yield, for objective 4, a benefit ratio

r(@® (s) = d(l)'_ yt (S)
d®) — )

Notice that the benefit from staying at d is zero, while it is maximal for the generically
unfeasible choice s = u. The KS solution is the Pareto optimal choice s* for which all the
benefit ratios r(?)(s) are equal. One can easily show that s* is the intersection point of the
Pareto front and the line (d,u) (Figure 1, left).

We use here the extension of the KS solution to discontinuous fronts proposed in Hougaard
and Tvede (2003) under the name efficient maxmin solution. Indeed, for discontinuous fronts
the intersection with the (d,u) line might not be feasible, so there is a necessary trade-off



between Pareto optimality and centrality. The efficient maxmin solution is defined as the
Pareto-optimal solution that maximizes the smallest benefit ratio among players, that is:

*ok . 7
s € arg }I’Iéé%)}g 11;1;1107“( )(s). (2)
It is straighforward that when the intersection is feasible, then s* and s** coincide.

Figure 1 shows s** in two situations when the feasible space is nonconvex. s** is always
on the Pareto front (hence not on the (d,u) line). In the central graph, it corresponds to
the point on the front closest to the (d,u) line, which is intuitive. In the right graph, the
closest point on the front (on the right hand side of the line) is actually a poor solution, as
there exists another point with identical performance in y9 but much better in terms of y;
(on the right hand side of the line): the latter corresponds to s**.

In the following, we refer indifferently to s* (if it exists) and s** as the KS solution. Note
that this definition also extends to discrete Pareto sets, which will prove useful in Section 3.

y2
y2

yi y1 yi

Figure 1: KS solution for a continuous (left) and discontinuous (center and right) P*. The
KS is shown with a green disk, along with the shadow and nadir points (squares).
The shaded area shows the feasible space, and the Pareto front is depicted in red.

For p > 3, the KS solution, defined as the intersection point above, fulfills some of the
bargaining axioms: Pareto optimality, affine invariance, and equity in benefit ratio. Moreover,
for p = 2, KS is the unique solution that fulfills all the bargaining solution axioms that
are Pareto optimality, symmetry, affine invariance, and restricted monotonicity (Kalai and
Smorodinsky, 1975).

It is particularly attractive in a many-objective context since it scales naturally to a
large number of objectives and returns a single solution, avoiding the difficulty of exploring
and approximating large p-dimensional Pareto fronts—especially with a limited number of
observations.

The KS solution is known to depend strongly on the choice of the disagreement point
d. A standard choice is the nadir point N given by N; = maxyex- 3 (x). Some authors
introduced alternative definitions, called extended KS, to alleviate the dependence on choice
of d (Bozbay et al., 2012), for instance by taking as disagreement point the Nash equilibrium



arising from a noncooperative game, but such a choice would need a prebargaining split of
the decision variable x among the p players.

Incorporating preferences or constraints In many situations, the end user may discard
solutions with extreme values and actually solve the following problem:

: (1) ()
min {yW(x),...,yP (x)}
sty (x) <, ieJcCll,...,p], (3)

with ¢;’s predefined constants. Incorporating those constraints (or preferences, Junker et al.,
2004; Thiele et al., 2009) is straightforward in our case, simply by using c as the disagreement
point.

2.2 Robust KS using copulas

A drawback of KS is that it is not invariant under a monotonic (nonaffine) transformation
of the objectives (this is not the case of the Pareto set, since a monotonic transformation
preserves ranks, hence domination relations). In a less-cooperative framework, some players
could be tempted to rely on such transformations to influence the choice of a point on the
Pareto front. It may even be involuntary, for instance when comparing objectives of different
natures.

To circumvent this problem, we use copula theory, which has been linked to Pareto
optimality by Binois et al. (2015). In short, from a statistical point of view, the Pareto front
is related to the zero level-line Fy of the multivariate cumulative density function Fy of
the objective vector Y = (y1(X),...,yp(X)) with X any random vector with support equal
to X. That is, 0Fy = lim, .o+ {y € R?, Fy (y) =P(Y1 < wy1,...Y, <y,) = a}. Notice that
solving the MaO problem by random sampling (with X uniformly distributed), as used for
hyperparameter optimization by Bergstra and Bengio (2012), amounts to sample from Fy-.
Extreme-level lines of Fy actually indicate how likely it is to be close to the Pareto front (or
on it if the Pareto set has a nonzero probability mass).

A fundamental tool for studying multivariate random variables is the copula. A copula Cy
is a function linking a multivariate cumulative distribution function (CDF) to its univariate
counterparts, such that for y € R, Fy(y) = Cy(Fi(y1),. .., Fp(yp)) with F; = P(Y; < y;),
1 < i < p (Nelsen, 2006). When Fy is continuous, Cy is unique, from Sklar’s theorem
(Nelsen, 2006, Theorem 2.3.3). As shown by Binois et al. (2015), learning the marginal CDFs
F;’s and extreme levels of the copula C'y amounts to learning the Pareto front.

A remarkable property of copulas is their invariance under monotone increasing trans-
formations of univariate CDFs (Nelsen, 2006, Theorem 2.4.3). Extending their proof to
the p-dimensional case, suppose that g1,...,g, are strictly increasing transformations on
the ranges of Y1,...,Y),, respectively; hence they are invertible. Denote G1,...,G), the
marginal distribution functions of g(Y’). It then holds that G;(y;) = P(¢:(Yi) < y;) = P(Y; <
g; () = Fi(g; '(9:)). Then Cy (y1,...,yp) = P(1(Y1) < 1.+, 9p(Vp) < yp) = P(V1 <
g1 W)y Yp < g, (wp) = C(FLlgr (1), -+ Fo(9, () = Cgv) (Gi(m1)s - -, Gp(up)-

Now, our proposition is to consider the KS solution in the copula space, that is, taking
Fy,..., F, as objectives instead of yi,...,y,. This “copula-KS solution” (henceforth CKS)
is Pareto-efficient and invariant to any monotonic transformation of the objectives. CKS



depends on the instrumental law of X. In the following, we always assume that X is uniformly
distributed over X and defer elements of discussion to the conclusion.

In addition, in the copula space the utopia point is always (0,...,0). While the nadir
remains unknown, the point (1,...,1) may serve as an alternative disagreement point, since
it corresponds to the worst solution for each objective. This removes the difficult task of
learning the (d,u) line, at the expense of learning the marginal distribution and the copula
function. Unless additional information is available about the marginal distributions and
copula function, empirical estimators can be used; see, for instance, Omelka et al. (2009).

We finally remark that when X is finite, our proposed solution amounts to work on
ranks: the CKS solution is simply the Pareto optimal solution with the closest ranks over all
objectives.

2.3 Illustration

Let us consider a classical two-variable, biobjective problem from the multiobjective literature
(P1; see Parr (2013)). We first compute the two objectives on 2,000 uniformly sampled
points in X := [0, 1]?, out of which the feasible space, Pareto front, and KS solution are
extracted (Figure 2, left). The KS solution has a visibly central position in the Pareto front,
which makes it a well-balanced compromise.

Applying a log transformation of the first objective does not change the Pareto set but
modifies here substantially the shape of the Pareto front (from convex to concave) and the
KS solution, leading to a different compromise (Figure 2, center).

Both original and rescaled problems share the same image in the copula space (Figure 2,
right), which provides a third compromise. Seen from the original space, the CKS solution
seems here to favor the first objective: this is due to the high density of points close to the
minimum on Y] (Figure 2, left, top histogram). It is, however, almost equivalent to the KS
solution under a log transformation of Y. From a game perspective, the two players agree
on a solution with equal ranks: here roughly the 100th best (F} ~ F5 &~ 0.25) out of 2,000,
independently of the gains in terms of objective values.

3. A Bayesian optimization algorithm to find KS solutions

Computing the KS and CKS solutions is a challenging problem. It requires for KS learning
the ideal and disagreement points u and d (which are challenging problems on their own;
see, for instance, Bechikh et al., 2010) and for CKS the marginals and copula, as well as the
part of the Pareto front that intersects the (d,u) line.

An additional difficulty arises when the objective functions cannot be computed exactly
but only through a noisy process. In this section, we consider that one has access to
observations of the form

fi = y(xi) + &4, (4)

(1)

where €; is a zero-mean noise vector with independent components of variances (7;7, . .. ,Ti(p )).

Our approach readily adapts to the deterministic case by setting Vj : 79 = .

(2

We assume here that all objectives are collected at the same time (using a single black-
box), hence sharing the experimental points x;. The case of several black-boxes, as presented
by Hernandez-Lobato et al. (2016b), is not considered here and is deferred to future work.
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Figure 2: KS (green disk), KS in log-scale (orange triangle) and CKS (blue diamond) solutions
for a biobjective problem, based on 2,000 uniformly sampled designs, shown in
the objective space. The black circles show all the dominated values of the grid
and the red crossed circles the Pareto-optimal ones. The shaded area shows the
feasible space. Marginal objective densities are reported on the corresponding axes.
The (d, u) lines are shown with matching colors.

3.1 Elements of Bayesian optimization

For our algorithm, we consider a classical BO framework, where independent Gaussian
process (GP) priors are put on the objectives:

Viel,...,p, YO()~GP (,N)(.),a(i) (. .)) , (5)

where the mean p(? and covariance (¥ have predetermined parametric forms whose param-
eters are estimated by maximum likelihood (Rasmussen and Williams, 2006). Conditioning
on a set of observations {fi,...,f,}, GPs provide flexible response fits associated with
uncertainty estimates. They enable operating sequential design decisions via an acquisition
function J(x), which balances between exploration and exploitation in seeking global optima.
Hence, the design consists of a first set of ng observations generated by using a space-filling
design, generally from a variant of Latin hypercube design (LHD, McKay et al., 1979) to
obtain a first predictive distribution of Y()(.), and a second set of sequential observations
chosen as

Xp4+1 € argmax J(x), (n > nop). (6)

xeX

GP equations are deferred to Appendix A. In the following, we use the subscript n to
(4) (4)

denote quantities conditional on the set of n observations (e.g., Yn(i), Wy’ or op’).

3.2 Stepwise uncertainty reduction

Now, we wish to design an acquisition J(x) tailored to our problem. To do so, we follow
a step-wise uncertainty reduction (SUR) approach, as follows. Define first an uncertainty
measure I'(Y,,), which expresses a lack of knowledge regarding a quantity of interest. In the
present case, this quantity of interest is the KS solution (either in the objective space or in



the design space). The SUR strategy aims at minimizing greedily, at each step, the expected
uncertainty at the next step (so that eventually the quantity of interest becomes exactly
known).

More precisely, the SUR sampling criteria is defined as

J(x) = Ev,(x) [[(Ynx)], (7)

where Y, x is the GP conditioned on {y(x1),...,y(xs),¥(x)} and Ey, (x) denotes the
expectation taken over Y, (x). The next observation is the one that minimizes the residual
expected uncertainty:
Xp+41 € argmin J(x). (8)
xeX

To choose I', we follow an approach similar to the one proposed by Picheny et al. (2016)
to solve Nash equilibria problems. Let us first denote by W : Y — RP the application that
associates a KS or CKS solution with any multivariate function y. If we consider the random
process Y, ¥(Y,) is a random vector (of unknown distribution) with second moment
cov (U(Y,)).

Intuitively, cov (U(Y,,)) tends to the null matrix when all the components of ¥(Y,,)
become known accurately. This situation may happen only when Y,, has little variability
in the region of the equilibrium (ezploitation steps have been performed) and when there
is no subset B of X such that Y,,(B) has a large variability (exploration steps have been
performed).

A classical measure of variability of a vector is the determinant of its covariance ma-
trix (Fedorov, 1972); hence, we represent the uncertainty regarding our knowledge of the
equilibrium as

I'(Y,) = det [cov (¥(Y4,))]. 9)

3.3 Computational aspects
3.3.1 COMPUTING AND OPTIMIZING THE SUR CRITERION

Because of the strong nonlinearity of ¥, no closed-form expression for J(x) is available, and
one must rely on Monte Carlo approaches. We employ here the fast update of conditional
simulation ensemble algorithm proposed by Chevalier et al. (2015), as detailed below.

We first discretize the design space X, for example using a fine grid or a low discrepancy
sequence (Niederreiter, 1988) (see also next subsection). We call X, the discrete set and N
its size. Let x be a candidate observation point.

Let Y1, ..., Y be independent drawings of Y ({X,,x}) (each Y; € RINFDXP) generated
by using the posterior Gaussian distribution of Equation (5). Since Y;(X,) is discrete, its
corresponding KS solution ¥(Y;(X,)) can be computed by exhaustive search. The following
empirical estimator of I'(Y) is then available:

I (Vi(X)), - V(X)) = det [Qy],

with Qy the sample covariance of ¥(Y¥1(X,)),..., ¥ (Y u(X,)).
Now, let F1,...,Fi be independent drawings of Y (x) from the posterior Gaussian
distribution (5). As shown by Chevalier et al. (2015), drawings of Y|F; can be obtained



efficiently from Y1,..., Y, using

YIFRD = 3742000 (7 - 3 x) (10
with 1 <:<p, 1<j<M,1<k<K and
(i 1 (i) (i)
A (x) = ——— [ (X1, %), ., o) (Ko, %)
o (X, x)

Notice that A (x) may be computed only once for all y]@ (x). This step is illustrated in
Figure 3.
An estimator of J(x) is obtained by using the empirical mean:

. 1 K. . .
J(x) = EZF (V1| F . Y| F)
i=1

A decisive advantage of this approach is that if we restrict x to belong to X,, drawing
V1,...,Yy-which has an O(N3) complexity when using the standard decomposition proce-
dure based on Cholesky, (see, e.g., Diggle and Ribeiro, 2007)-needs to be done only once,
prior to minimizing of the acquisition function. Hence, although optimizing J(x) over the
continuous space X is definitely feasible, it requires completing the simulation over X, with
X, incurring an additional computational cost. We thus restrict the search to X, only.

F2

F1

Figure 3: Left: initial drawings Y1,...,Yy. Middle and right: same drawings, but condi-
tioned further on an observation ' (middle) and F? (right).

3.3.2 CHOOSING INTEGRATION POINTS

Generating Y1, ..., Y limits X, in practice to at most a couple thousand points. In small
dimension (say, 1 < d < 3), X, may consist simply of a Cartesian grid or a dense space-filling



design (Niederreiter, 1988). In higher dimension, X, may not be large enough to cover X
sufficiently. Accurate approximations of J(x) can still be obtained, however as long as X,
covers the influential parts of X with respect to J, that is, regions where (a) the variance of
Y is large, (b) the KS or CKS solution is likely to be or (c) extremal Pareto optimal values of
Y are likely (to estimate the nadir and shadow). Note that this last aspect is not necessary
for CKS.

To design a set X, of limited size that contains those three components, we proceed as
follow. First, a large space-filling set Xj,,ge is generated, and the GP posterior distribution is
computed for each element of Xj,;ge. Since we do not consider the joint distribution, this
has a cost of only O(N?). At the initial stage, we compute the KS solution of the posterior
GP mean to obtain a crude estimate of the KS solution of the problem. For the other
iterations, the set of simulated KS solutions used for the computation of J are available:
U(Y1),..., ¥ (V). Then, using the GP distribution, we compute the probability ppex for
each element of Xj,ge to belong to a box defined by the extremal values of the simulated KS
(see Appendix A for formulas). A first set X, is obtained by sampling from Xjarge randomly
with probabilities proportional to ppox. The set is likely to contain points in the vicinity of
the KS solution.

To capture the extremal regions, we use the GP posteriors to compute for each objective
the expected improvement (EI, Jones et al., 1998, see Appendix A) for all elements in Xjarge-
We add the p EI maximizers (i.e., points where the individual minima are most likely) to X,
in order to emulate the shadow. We also compute the expected improvement of minus the
objective, which we multiply by the probability of nondomination. The p maximizers of this
criterion are also added to X, to emulate the nadir (KS only).

Both ppox and EI are likely to be high when the predictive variance is high. Hence,
regions with high Y variability are accounted for indirectly.

X, is renewed at each iteration, firstly to include sequentially new information provided
by the observations, but also to improve robustness (a critical region can be missed at an
iteration but accounted for during the next).

For CKS, empirical estimates of the marginal distributions and copula may be too
coarse with a limited sample such as X,. in order to overcome this problem while limiting
the computational cost, auxiliary points are added with values taken from the GP means
conditioned on pseudo-observations. Details are deferred to Appendix A.

4. Results

This section details numerical experiments on three test problems: one classical toy problem
from the multiobjective literature, a problem of hyperparameter tuning and the calibration
of a complex simulator. All experiments were conducted in R (R Core Team, 2018), by using
the dedicated package GPGame; see the work of Picheny and Binois (2018) for details.

4.1 Synthetic problems

As a proof of concept, we consider the DTLZ2 function (Deb et al., 2002), with five variables
and four objectives, that has a concave dome-shaped Pareto front. We consider a finite
candidate set X with 107 elements (uniformly distributed in [0, 1]%), which allows the
computation of reference KS and CKS solutions.

10



For both KS and CKS, we use ng = 50 and an optimized LHD, followed by 50 infill points.
The set of potential candidate Xj,,ge is of size 10%, renewed every iteration, out of which
800 points are selected as described in Section 3.3.2 for J(x) computation and optimization,
which was found as a satisfactory trade-off between speed and accuracy.

Results for one run are given in Figure 4 in the form of projections on the marginal 2D
spaces. Notice the central location of the KS point on this problem (Figure 4, first row),
while the CKS point leans toward areas of larger densities (for instance, second line, third
and fifth plots, CKS is close to the upper left corner). For KS, new points are added close to
the reference solution, but some are also more exploratory, in particular near the individual
minima to reduce uncertainty on the (d,u) line. For CKS, the behavior is more local, with
points added mostly around the reference solution.

+ .
SIS .+ ++

Figure 4: Results of one run for KS (top) and CKS (bottom), represented by using marginal
2D projections. The blue crosses are the initial design points, the green points the
added designs, the red triangles the target true equilibria and pink diamonds the
predicted ones. The heatmap represents the density of Pareto front points on the
projected spaces.

Convergence results are provided in Figure 5 in terms of Euclidean distance to the actual
equilibrium, computed by using a 107-point grid. The decrease is sharper for CKS than KS,
indicating that estimating the KS solution is harder, presumably since it requires estimated
extremes of the Pareto front. In both cases and all runs, a solution close to the reference one
is found despite the restricted budget. Fine convergence is not yet achieved, however which
may require additional budget as well as a finer discretization of the search space.

4.2 Training of a convolutional neural network

A growing need for BO methods emerges from machine learning applications, to replace
manual tuning of hyperparameters of increasingly complex methods. One such example is
with hyperparameters controlling the structure of a neural network. Since such methods are
integrated in products, accuracy is not the only concern; and additional objectives have to
be taken into account, such as prediction times.
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Figure 5: Results of 10 runs of KS and CKS, Euclidean distance to the reference solution
as a function of number of evaluations. Thin vertical lines mark the start of the
sequential procedure.

4.2.1 PROBLEM DESCRIPTION

We consider here the training of a convolutional neural network (CNN) on the classical
MNIST data (LeCun et al., 1998), with 60,000 handwritten digits for training and an extra
10,000 for testing. We use the keras package (Allaire and Chollet, 2018) to interface with
the high-level neural networks API Keras (Chollet et al., 2015) to create and train a CNN.
We follow a common structure for such a task, represented in Figure 6, with a first 2D
convolutional layer, a first max pooling layer, then a second 2D convolutional layer and a
second max pooling layer. Max pooling consists in keeping only the max over a window,
introducing a small amount of translational invariance. Dropout, that is, randomly cutting
off some neurons to increase robustness, is then applied before flattening to a dense layer,
followed by another dropout before the final dense layer. Because of the dropout phases,
the performance is random. This is handled by repeating five times each experiment, which
takes up to 30 minutes on a desktop with a 3.2 Ghz quad-core processor and 4 Go of RAM.

Feature Feature Feature Feature Feature Hidden Hidden Hidden
Inputs maps maps maps maps maps units units units Outputs
48x48 x3 10
Conwvolution Max-pocling Convolution Max-pooling Dropout Flatten Fully Dropout Fully
5x5 kernel  2x2 kernel  5x5 kernel  2x2 kernel  rate x3 connected rate x4 connected

x1 filters filtters

Figure 6: Architecture of the CNN on the MNIST data.

The five hyperparameters to tune, detailed in Table 1 in Appendix C, along with their
range of variation, are the number of filters and dropout rates of each layer, plus the number
of units of the last hidden layer.
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The training of the CNN is performed based on the categorical cross-entropy, over 10
epochs. A validation data set is extracted from the training data to monitor overfitting,
representing 20% of the initial size of the training data. The progress can be monitored
by taking into account the accuracy (i.e., proportion of properly classified data) and cross-
entropy on the training data, on the validation data or on the test data. Of these six possible
objectives, we dropped training and validation accuracy since they are extremely correlated
with the cross-entropy. We replaced them by the training time of the CNN, as well as
the prediction time on the testing data. This latter is relevant, for instance, when using a
pretrained CNN for a given task. The six objectives are summarized in Table 2 in Appendix

C.

We take a total budget of 100 evaluations, split in half between initial LHD and sequential
optimization using KS or CKS. GPs are trained by using Matérn 5/2 kernels with an
estimated linear trend. In this case, 500 integration points were selected out of 10° possible
candidates, renewed every iteration. The resulting time of each iteration is under a minute
for KS and less than 10 minutes for CKS.

4.2.2 RESULTS

Figure 7 shows the distribution of objective values explored during optimization. For the
error and accuracy metrics, we observe first that most of the initial set of observations consist
of values close to the optimum. Both KS and CKS searches attributed most of the sampling
effort to such values, although CKS search also sampled over the whole range of variation of
the objectives, which can be attributed to the learning of the marginals. For the training
and test times, initial values are more uniformly spread, and both strategies concentrated
their effort on the best half of the objective ranges. The KS solution dominates the CKS on
the first four objectives, and conversely on the last two.

Train error Valid error Test error Test accuracy
R = = =
00 05 10 15 000 025 050 075 1.000.00 0.25 0.50 0.75 1.06-1.00 -0.96 -0.92 -0.88 -0.8«
Train time Test time
/\ /‘
/“\ / \
\ T HDOE
CKS
| d Clks
300 600 900 25 50 75 100 125

Figure 7: Marginal distributions of the 6 objectives of the CNN problem. Each density
corresponds to 50 values. The vertical bars represent the identified solutions.
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Figure 8 shows the two solutions in two radar plots (that can be seen as parallel coordinates,
Li et al., 2017) using the original scale (left) and the scale of ranks (right), that is, the rank
of the solution compared with the initial 50 observations. On the original scale, CKS clearly
appears as a better trade-off even if it dominates on two-thirds of the objectives, since the
performance gap (i.e., difference between the objective mininmum and solution value) is
negligible on four objectives and substantial on the other two. Looking at ranks, we see that
CKS offers a more balanced solution that accounts better for the heavy left tail of the first
four objectives.

Train.error Train.error

\/ahd.error ‘-“:'.!'.est.ume Va|ld.el’l'?lj’_-" '~-,Iest.t|me CKS

KS

Test.error Tt o 7 Train.time Testerror .. W 1. ..+ Train.time

Test.accuracy Test.accuracy

Figure 8: Comparison of the KS and CKS solutions on the CNN problem. Left: original
scale; right: rank scale (with respect to the initial 50-point design only). The outer
dotted line corresponds to the best performance, the center to the worst.

For now, the five variables are taken as continuous. But these results could be extended by
increasing the number of variables, including categorical variables affecting more profoundly
the structure of the network, for instance relying on the work of Roustant et al. (2018).

4.3 Calibration of an agent-based behavioral model

Model calibration (sometimes referred to as inverse problem) consists of adjusting input
parameters so that the model outputs match real-life data. In this experiment, we consider
the calibration of the 1i-BIM model (Taillandier et al., 2017), implemented under the GAMA
platform (Taillandier et al., 2018), which exhibits several challenging features: stochasticity,
high numerical cost (approximately 30 minutes per run on a desktop computer with a 3.60
GHz eight-core processor and 32 Go RAM), and a large number of outputs.

4.3.1 PROBLEM DESCRIPTION

The Li-BIM model simulates the behavior of occupants in a building. It is structured around
the numerical modeling of the building and an evolved occupational cognitive model developed
with a belief-desire-intention (BDI) architecture (Bourgais et al., 2017). It simulates several
quantities that strongly depend on the occupants, such as thermal conditions, air quality,
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lighting, etc. In the configuration considered here, three occupants are simulated over a
period of one year.

In order to reproduce realistic conditions, 13 parameters can be tuned, related to either
the occupant behavior or building characteristics (see Table 3 in Appendix C for details). Nine
outputs (G ...Gyg) should match some target values (T} ...Ty), chosen based on records or
surveys (see Table 4 in Appendix C). Since the model is stochastic, we consider as objectives
the squared expected relative differences between the outputs and targets:

yizlog([E<GiT:T">r+5> (11)

The logarithm transformation is useful here to bring more constrast for values close to zero,
attenuated by a small § (in our experiments, § = 0.01). In practice, we use estimates based
on eight repeated runs.

Note that such an objective focusses on the average behavior without considering the
variability. As an alternative criterion, one may invert the square and expectation.

To solve this 13-variable 9-objective problem, we proceed as follow. An initial 100-
point optimized LHD is generated, which is used to fit GPs (constant trend, Matérn 5/2
anisotropic covariance). From this initial design, both KS and CKS SUR strategies are
conveyed independently with 100 additional points for each.

In addition, a third solution is sought by using KS with a partly prespecified disagreement
point d to account for preferences (see Eq. 3), so that the average error on five of the
outputs does not exceed a certain percentage (either 50% or 30%), the other outputs being
unconstrained. To do so, we use

di = min(Ni,ci), 1 < 1 < 97
N; = maxyex- y®(x) being the nadir i-th coordinate, and
¢ =10g([0.5,0.5, +00, +00, 0.3, 0.5, +00, 0.5, +-00]?).

Importantly, the GPs are used to fit the expected values of the outputs of the model
(EG;) instead of the objectives (y;). This greatly improves the prediction quality of the GPs
(as G; is smoother than (G; — T;)?), while allowing us to convey our strategy almost without
modification: on Sections 3.2 and 3.3, the drawings Y and JF are obtained by first generating
drawings G of G, then transforming them (log G?).

We used 1,000 integration points, chosen from a 2 x 10° space-filling design, renewed at
each iteration.

4.3.2 RESULTS

The resulting designs of experiments and solutions are reported in graphical form in Figures
9 and 10. As a preliminary observation, of the 400 points computed during this experiment,
only five were dominated. This result illustrates the exponential growth of Pareto sets with
the number of objectives.

Figure 9 shows the distribution of objective values explored during optimization, along
with the distribution corresponding to the initial (space-filling) set of experiments. On most
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Figure 9: Marginal distributions of the 10 objectives of the calibration problem. Each density
corresponds to 100 values. The vertical bars represent the identified solutions. The
dotted lines represent the preferences imposed on five of the objectives.

cases, we observe that the entire range of variation is explored, which indicates that either
exploration steps or steps aiming at learning the (d, u) were performed. A higher density of
points is visible around the final solutions, which indicates exploitation steps. In general, we
observe a more uniform distribution for KS (in particular for the last two objectives), which
can be attributed to the task of learning extremal values, while CKS focusses directly on the
equilibrium.

We see that the solutions are similar for some objectives (ECS_ W, Cook W, Winter T),
they differ substantially for others (in particular Heat W, Time cook, Time out). For
all the objectives, the KS with predefined disagreement point satisfy the constraints. For
Heat W and Time sleep for instance, the predefined disagreement point clearly shifted
the solution to the left, which was desired. This is at the price of balance between the
objectives, as the solution at the unconstrained objectives is in general worse than at the
KS one (e.g., Other W, Time_relax). The CKS solution clearly follows the distribution
of the initial experiments, while the KS solution follows the range of the objectives. The
difference between KS and CKS appears most clearly on objectives Heat W, Time cook
and Time out. For Heat W, the heavy right-tail “pushes” the KS solution to the right,
while CKS accounts for the high density of solutions on the left. Conversely, for Time cook
and Time out the density peak on the right “pushes” the CKS solution to the right.

Figure 10 illustrates the different trade-offs achieved by our three solutions. Using the
original scale of the objectives, KS appears as the most balanced solution, while CKS seems
to “sacrifice” two objectives (Time cook and Time out). However, if we look at the ranks of
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Figure 10: Comparison of the three solutions of the calibration problem. Left: original scale;
right: rank scale (with respect to the initial 100-point design only). The outer
dotted line corresponds to the best performance, the center to the worst.

solutions with respect to the initial 100 points, we see that CKS is the most central solution,
while KS and KS with preferences are biased towards some objectives.

5. Conclusion and future work

In this article, we tackled many-objective problems by looking for a single well-balanced
solution, originating from game theory. Two alternatives to this solution have been proposed,
either by imposing preferences on some objective values (by specifying a disagreement point)
or by working in the space of copulas, the latter solution being insensitive to monotonic
transformations of the objectives. Looking for these solutions is in general a complex
learning task. We proposed a tailored algorithm based on the stepwise uncertainty reduction
paradigm, that automatically performs a trade- off between the different learning tasks
(estimating the ideal point, the nadir point, and the marginals or exploring locally the space
next to the estimated solution). We tested our algorithm on three different problems with
growing complexity and found that well-balanced solutions could be obtained despite severely
restricted budgets.

Choosing between the alternatives seem highly problem-dependent. On DTLZ2, KS
appears as a more “central” (hence desirable) solution, while on the CNN tuning CKS is
clearly a better choice. This difference may be imputed to scaling of the objectives prior to
optimization. On DTLZ2, all objectives behave similarly, while on CNN some are strongly
heavy-tailed. Hence, a reasonable choice would be CKS for more exploratory studies, and
KS for a finer design on a pre-explored problem. Incorporating user preferences, as in the
calibration problem, was proved easy and efficient and may direct the choice toward KS in
such a case.

Many potential lines of future works remain. First, we may consider batch- sequential
strategies instead of one observation at a time. This approach was not necessary in our test
problems, since parallel computation was used to repeat simulations and average out noise.
The SUR strategy naturally adapts to this case (Chevalier et al., 2015). In practice, one
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may also have to deal with asynchronous returns of batches, and possibly the use of several
black-boxes with different costs, as in (Hernandez-Lobato et al., 2016b).

An unused degree of freedom here is the number of replications to handle the noise,
which might improve substantially the practical efficiency (Jalali et al., 2017). To do so, one
may combine the presented approach with an efficient scheme for designing replications and
estimating noise, as done by Binois et al. (2016).

Another direction is to consider alternative equilibria. A promising idea is to use a set of
disagreement points instead of a single one: this could result in more robust solutions and
potentially a small set of Pareto-optimal solutions, which might be preferred by decision-
makers. Combining the KS solution with Nash games has been suggested in the game theory
literature. Conley and Wilkie (1991) proposed using Nash equilibria as disagreement points,
provided there exists a natural, or some relevant, splitting of the decision variable among the
players. In the multicriteria Nash game framework (Ghose and Prasad, 1989), noncooperative
players have to handle individual vector payoffs, so that to each request by other players,
they have to respond with some payoff, rationally selected from their own Pareto front; a
good candidate would be the KS solution. Both alternatives were poorly investigated in
practice, mainly because their potential of application seems to be hindered by the lack of
efficient tools that allow for an acceptable implementation. We think that our algorithmic
framework could apply to both cases and provide a first solution to such problems.

Copula spaces have been used here mostly for rescaling. Taking advantage of the
predictive capacity of copulas to accelerate the estimation of the Pareto front might accelerate
substantially the search for the CKS solution. Furthermore, combining efficiently the two
types of metamodels (GPs and copulas), as done by Wilson and Ghahramani (2010), may
lead to new theoretical advances and algorithms.

We leave to future work theoretical considerations on the convergence of the approach,
following for instance the recent works on information- directed sampling by Russo and
Van Roy (2014) or on SUR by Bect et al. (2016).
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Appendix A: Quantities related to Gaussian processes

GP moments We provide below the equations of the moments of a GP conditioned on
n (noisy) observations f = (f1,..., f,). Assuming a kernel function o and a mean function
m(x), we have

pn(x) = m(x) + Ax) (f —m(x)),

O'EL(X,X/) = o(x,x) - \x)o(x,X,),

where

o \(x) =0(x,X,) 0(X,, X))},
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e 0(x,X,) = (0(x,%x1),...,0(x,%,))" and

o 0(Xn,Xn) = (0(xi, %) + 770i=j)1<ij<n,
0 standing for the Kronecker function.

Commonly, ¢ belongs to a parametric family of covariance functions such as the Gaussian
and Matérn kernels, based on hypotheses about the smoothness of y. Corresponding
hyperparameters are often obtained as maximum likelihood estimates; see e.g., Rasmussen
and Williams (2006) for the corresponding details.

Expected improvement Denote fpin = minj<i<p(f;) the minimum of the observed
values. The expected improvement is the expected positive difference between fiin and the
new potential observation Y,,(x):

El(x) = E(max((0, fmin — Yn(x)))
fmin - ﬂn(x) 2 fmin — /Ln(X)
min — Mn | —m——+ n - N |>
(Fin = () (L2 = L) 2 (Frie =
where ¢ and ® are respectively the PDF and CDF of the standard Gaussian variable.
Pbox Let LB € RP and UB € RP such that V1 < i < p, LBi < UB; define a box in the

objective space. Defining ¥ = [¥(Y1),...,¥(Yur)] the p x M matrix of simulated KS
solutions, we use

V1 < 7 < P LB, = min ‘I’i,l...M and UBZ = max ‘Ili,l...M-

Then, the probability to belong to the box is

st =TT o (P20 -0 (ML)

i=1
Probability of nondomination Let X} be the subset of nondominated observations.
The probability of non-domination is

pNnp(x) =P (‘v’x* € X*,3k € {1,...,q} such that ¥,V (x) < Yn(k)(x*)) .

Using the GP equations for Y,,, one can compute pyp(x) in closed form. We refer to the
work of Couckuyt et al. (2014) for the formulas expressed in an efficient form.

Copula estimation The copula and marginals need to be estimated based on a sample of
Y (X), with X i.i.d. This prevents directly using the observations, since the x;’s are chosen
to target specific regions. This also applies to the integration points X,. To avoid such bias,
we use a set of a large auxiliary i.i.d. sample Xy = X1,..., Xp, P € N. Since conditional
simulation is out of reach for a large sample (Section 3.3.2), we follow Oakley (2004) and use
the conditional simulations Y; on X, as pseudo-observations to update the GP predictive
mean, and we take our sample Y (X;) for this updated mean.The empirical marginals and
copula are estimated on Y (X;).

Appendix B: CNN lists of inputs and outputs
Appendix C: li-BIM list of inputs and outputs
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Table 1: List of inputs for the CNN training problem.

Description Min Max
x1 number of filters of first convolutional layer 1 100
xo number of filters of second convolutional layer 1 100
xg first dropout rate 0 0.9
0
1

x4 second dropout rate 0.9
x5 number of units of dense hidden layer 200

Table 2: List of outputs for the CNN training problem
Name Unit
Training cross-entropy -
Validation cross-entropy -
Testing cross-entropy -
Testing accuracy -
Training time S
Prediction time S

Table 3: List of inputs of the 1i-BIM model.

Name Unit  Meaning Min Max
Cth_h J/K  Thermal capacity of the dwelling 108 107

RD A% Average power of the relaxing devices 150 1000

HW w Power of the boiler to produce hot water 500 3000

CD \W% Average power of the cooking devices 100 300

Pmaxchaud kW Maximum power of the boiler to heat dwelling 500 3000
SensitiveCold [0-1] Sensitivity of the occupant to cold temperature 0.2 1.0
SensitiveWarm [0-1]  Sensitivity of the occupant to warm temperature 0.5 1
NbHfreshair hours  Average number of hours between two outings 16 36
NbHtire hours  Average number of hours between two sleeps 8 60
NbHhungry hours  Average number of hours between two meals 6 16
NbHdirty hours  Average number of hours between two showers/baths 20 48
Deltamodif hours Time before new action if previous action insufficient ) 30
Thermal effort Celcius Max difference to ideal temperature before acting 2 15

Table 4: List of outputs of the li-BIM model.

Name Unit Meaning Target
Heat W kWh  Total energetic consumption of heating devices 1384
ECS W kWh  Total energetic consumption of hot water devices 1198
Cook W kWh  Total energetic consumption of cooking devices 306
Other W kWh  Total energetic consumption of other devices 1751

Winter T °C  Average temperature during winter 21.8
Time cook hours Average time spent cooking 0.9
Time relax hours Average time spent relaxing 3.7
Time sleep hours Average time spent sleeping 8.35
Time out hours Average time spent outside the building 0.58
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