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Strict asymptotic nilpotency in cellular
automata

Ville Salo
vosalo@utu.fi

University of Turku

Abstract. We discuss the problem of which subshifts support strictly
asymptotically nilpotent CA, that is, asymptotically nilpotent CA which
are not nilpotent. The author talked about this problem in AUTOMATA
and JAC 2012, and this paper discusses the (lack of) progress since.
While the problem was already solved in 2012 on a large class of multi-
dimensional SFTs, the full solutions are not known for one-dimensional
sofics, multidimensional SFTs, and full shifts on general groups. We be-
lieve all of these questions are interesting in their own way, and discuss
them in some detail, along with some context.

1 Introduction

A cellular automaton is nilpotent if every configuration is eventually mapped to
the all-zero configuration. This notion is best known as an undecidable property
of one-dimensional CA, see [1, 6]. Here, we discuss its dynamical aspects. We
study the relation of nilpotency and its asymptotic version in the setting of
cellular automata on subshifts. Our main point is to state the following questions.

Question 1. Which one-dimensional sofic shifts support cellular automata which
are asymptotically nilpotent but not nilpotent?

Question 2. Which multidimensional SFTs support cellular automata that are
asymptotically nilpotent but not nilpotent? Do any?

Question 3. Which full shifts on countable groups support cellular automata
that are asymptotically nilpotent but not nilpotent? Do any?

Below, these are Question 4, Question 6 and Question 9, respectively. They
are discussed in their natural contexts, and we try to include some informal
guesses about what the solutions might look like. We also ask other questions,
and share some lemmas and examples.

2 Nilpotency on multidimensional full shifts

We begin with an introduction of the problem and its full solution in the classical
multidimensional full shift setting.



Let Σ 3 0 be a finite alphabet.1 The d-dimensional full shift is the dynamical

system ΣZd

where Zd acts by translations σv(x)u = xu+v. A cellular automaton

is a continuous shift-commuting function f : ΣZd → ΣZd

. Cellular automata can
be characterized concretely as follows: if f is a cellular automaton, then there
is a local rule floc : ΣF → Σ where F ⊂ Zd is a finite neighborhood such that

f(x)v = floc(σv(x)|F ) for all x ∈ ΣZd

and v ∈ Zd.
A cellular automaton is nilpotent if it is a root of the trivial (constant-zero)

cellular automaton, that is, there exists n ∈ N such that fn(x) = 0Z for all

x ∈ ΣZd

.
The second kind of nilpotency we are interested in is asymptotic nilpotency.

A cellular automaton is asymptotically nilpotent if every configuration converges
to the same point in the limit. More precisely,

∀x ∈ ΣZd

: ∀v ∈ Zd : ∃n0 ∈ N : ∀n ≥ n0 : fn(x)v = 0.

Clearly a nilpotent cellular automaton is asymptotically nilpotent. If a cel-
lular automaton is asymptotically nilpotent but not nilpotent, then it is strictly
asymptotically nilpotent or SAN. This cannot happen on a d-dimensional full
shift:

Theorem 1. A cellular automaton f : ΣZd → ΣZd

is asymptotically nilpotent
if and only if it is nilpotent.

This is proved for d = 1 in [5], and for general d in [12]. One might think the
proof is direct compactness argument, but in fact the first relies on the geometry
of Z and the second on algebraic properties of Zd. We discuss the ideas behind
these proofs in Section 6.

3 Nilpotency from a subset of configurations

In this section, we show examples of how taking our initial configurations from
a noncompact set can lead to SAN-like phenomena. These will be used as the
basis of constructions in compact settings.

Let f : ΣZd → ΣZd

be a cellular automaton. Let X ⊂ ΣZ be a subset of ΣZ.
We say f is weakly nilpotent on X if and only if

∀x ∈ X : ∃n : fn(x) = 0,

nilpotent on X if and only if fn(X) = {0Zd} for some n ∈ N, and asymptotically

nilpotent on X if fn(x) −→ 0Z
d

for all x ∈ X.

If X = ΣZd

, then clearly f is nilpotent (in the sense of the previous section)
if and only if it is nilpotent on X (in the sense of this section). It is also known

that f is weakly nilpotent on ΣZd

if and only if it is nilpotent on ΣZd

.
We note two trivial examples that are useful to keep in mind:

1 Nilpotency discussions are at their clearest when subshifts are pointed, that is, they

have a special point 0Zd

as part of their structure, and all nilpotency is toward this
special point.



Example 1 (The shift). Let X ⊂ ΣZd

contain only finite configurations, that is,

only configurations x ∈ ΣZd

such that the support supp(x) = {v ∈ Zd | xv 6= 0}
is finite. Then the shift map σv (for any nonzero vector v) is asymptotically

nilpotent on X, but is weakly nilpotent on X if and only if X = {0Zd}.

Example 2 (The spreading state CA). Let S ⊂ Zd be any generating set for the
group Zd such that S contains the all-zero vector 0d ∈ Zd. Consider the CA f
with neighborhood S and local rule floc(P ) = a where a = 0 if Pv = 0 for some
v ∈ S and a = P0d otherwise. Thus, 0 is a spreading state that spreads into
every cell that ‘sees it’. If a configuration x contains 0, then f is asymptotically
nilpotent on {x}, and it is nilpotent on {x} if and only if 0 occurs in a syndetic
set, that is, in every translate of a ball of large enough radius. Now the following
are easy to see:

– f is weakly nilpotent but not nilpotent on the (dense) set of all finite points,
– f is asymptotically nilpotent on X when X is the (dense) set of generic

configurations for some full support ergodic measure µ, but is not weakly
nilpotent on this set for any such µ.

The second item is based on the fact that in a generic point for an ergodic
measure, we (by definition) see every pattern with the correct frequency, so in
particular we see every pattern.

For finite configurations, these trivial examples are sufficient for our pur-
poses, but we note that erasing/eroding finite patterns is a much-studied topic
in cellular automata, and there are several interesting constructions and results
in this setting. Perhaps the most famous eroder is the GKL automaton [4].

Periodic points are another important non-compact set of starting configu-
rations.

Theorem 2. There is a CA on a one-dimensional full shift which is nilpotent
on periodic configurations but is not nilpotent.

The existence of such CA is a direct corollary of the undecidability of nilpo-
tency [1, 6], as nilpotency is semi-decidable, and non-nilpotency on periodic con-
figurations is semi-decidable. There are also very simple examples if we consider
only periodic configurations whose periods are restricted, and they are actually
enough for our application in Section 6: the XOR CA f : ZZ

2 → ZZ
2 defined by

f(x)i = xi + xi+1 (where Z2 = Z/2Z) is well-known to be nilpotent on periodic
configurations with period of the form 2n.

4 Nilpotency on multidimensional subshifts

In the previous section we considered nilpotency when starting from a noncom-
pact set of configurations. Perhaps more natural is to consider the initial set of
configurations X to be a subshift, that is, σv(X) = X for all v ∈ Zd and X is
topologically closed, or equivalently X is defined by a set of forbidden patterns.



In this section, we concentrate on the case when X is a subshift and is also
closed under f , so that f : X → X is the restriction of a cellular automaton on

ΣZd

; this is the setting of cellular automata on multidimensional subshifts, and
such f are precisely the continuous shift-commuting functions on X.

4.1 SFTs

First, consider the case d = 1. Let X ⊂ ΣZ be a subshift of finite type or SFT,
that is, a closed shift-invariant subset of ΣZ obtained by forbidding a finite set
of words. Such X is conjugate2 to the set of paths in a finite graph [8]. It is
shown in [5, 12] that in this setting there are no SAN cellular automata.

Theorem 3 (Corollary 1 in [12]). Let X ⊂ ΣZ be an SFT. Then a cellular
automaton f on X is nilpotent if and only if it is asymptotically nilpotent.

One can try to generalize this to SFTs in higher dimensions. SFTs of ΣZd

are defined like in one dimension, by forbidding finitely many patterns from
occurring (and such systems are conjugate to tiling systems induced by finitely
many tiles).

Theorem 4 (Theorem 4 in [12]). Let X ⊂ ΣZd

be an SFT where finite
points are dense. Then a cellular automaton f on X is nilpotent if and only if
it is asymptotically nilpotent.

The denseness of finite points is not a property that is often assumed from
multidimensional SFTs. A more commonly used gluing property is so-called
strong irreducibility. Many other gluing properties have been defined, and some
are listed for example in [2].

Definition 1. Let X ⊂ ΣZd

be a subshift. We say X is strongly irreducible if
there exists m ∈ N such that for any y, z ∈ X and any finite sets N,N ′ ⊂ Zd
with min{|v−v′| | v ∈ N, v′ ∈ N ′} ≥ m, there exists a point x ∈ X with xN = yN
and xN ′ = zN ′ .

By compactness, the sets N and N ′ can then be taken infinite as well, and
we easily obtain the following lemma.

Lemma 1. Let X ⊂ ΣZd

be a strongly irreducible SFT and let x ∈ X. Then the
points asymptotic to x are dense in X.

Since a subshift has to have the point 0Z
d

in order to support asymptot-
ically nilpotent cellular automata, we see that in our case of interest, strong
irreducibility is a stronger requirement than the density of 0-finite points:

Corollary 1. Let X ⊂ ΣZd

be a strongly irreducible SFT. Then a cellular au-
tomaton f on X is nilpotent if and only if it is asymptotically nilpotent.

2 Equal up to shift-commuting homeomorphism.



I do not know if any such property is required.

Question 4. Is there an SFT X ⊂ ΣZd

for some d ≥ 2 and a CA f : X → X
such that f is asymptotically nilpotent but not nilpotent?

If the answer is yes, then the solution would presumably involve constructing
an SFT where every configurations sets up some zones where we eventually have
only zeroes, in some controlled way. There are many known constructions that
might allow this [3, 15], but since the SFT must be closed under f , this seems
difficult.

It is known that the shift is not SAN on any Z2-SFT [10, 13]. In [13], this
is shown using topological arguments: by passing to a minimal subsystem (in a
technical sense) we can always find certain abstract ‘spaceships’, which prevent
nilpotency. The proof is very specific to d = 2, and does not seem to extend to
d = 3.

In fact, a cellular automaton on an SFT can be seen as a shift on a higher-
dimensional SFT by looking at its spacetime diagrams, and thus a positive an-
swer to Question 4 would imply a positive answer to the following (where by the
previous paragraph we can just as well restrict to d ≥ 3):

Question 5. Is there an SFT X ⊂ ΣZd

for some d ≥ 3 such that X contains at
least two points, and σv is asymptotically nilpotent for some v ∈ Zd?

A shift map is nilpotent on an SFT X (as a cellular automaton) if and only

if X = {0Zd}, so we may replace the assumption that σv is not nilpotent by the
assumption that X has at least two points. The direction v of the shift does not
matter, since SFTs are closed under rotating the lattice by elements of GL(n,Z).

4.2 Sofics (and beyond)

The proof of Theorem 4 in [12] in fact does not require that X is an SFT, but
only the property that taking the union of the supports of two configurations of
X gives a point in X assuming the supports have large enough distance. This
is called zero-gluing in [13], where nilpotency is studied in the nondeterministic
setting.

SFTs are always zero-gluing, but sofic shifts, which are images of SFTs under
cellular automata (which clearly generalizes SFTs), are not. Let us show how
the trivial idea of shifting finite points from the last section leads to an equally
trivial example of a sofic shift where we can have SAN maps. We remark that sofic
shifts on Z are precisely the subshifts whose language is regular, and precisely
the subshifts that are defined by a regular language of forbidden words.

Example 3 (One-one). Let Σ = {0, 1} and let X ⊂ ΣZ be defined by the for-
bidden patterns 10∗1. This is the one-one subshift. Then X is a countable sofic
shift. Then σ is asymptotically nilpotent but not nilpotent on X: on the con-
figuration xi where xij = 1 ⇐⇒ i = j, the cell at the origin contains 0 after i
steps if i ≥ 0, so σ is not nilpotent. However, there can only be one occurrence
of 1 in a configuration of X, so σ is asymptotically nilpotent.



If X is sofic and has points with infinite support, then the shift is not SAN
(because it is not even asymptotically nilpotent). Using a different CA, there is
an example that is topologically transitive, that is for any words u, v that occur
in points of X, there exists a word w such that uwv occurs in a point of X.

Example 4. Let Σ = {←,→, 0} and let X be the sofic shift with forbidden
patterns the regular language ←0∗←+→0∗→. Let f be the cellular automaton
that moves every ← to the left and every → to the right, removing both on
collision. Then f is asymptotically nilpotent but not nilpotent.

Of course, similar examples are obtained on Zd – the one-one example directly
generalizes to higher dimensions, and any one-dimensional subshift can be turned
into a higher-dimensional one by having an independent copy of it in every Z-
coset.

There are also sofic shifts which are not zero-gluing (and thus are in particular
not SFTs), but which do not support SAN maps. The following result can be
shown with the proof of [5].

Example 5 (The even and odd shifts). Let Σ = {0, 1} and let X ⊂ ΣZ be the
subshift with forbidden patterns the regular language 1(00)∗1, and Y ⊂ ΣZ the
one with forbidden patterns 10(00)∗1. The subshift X is called the odd shift, and
Y the even shift. Both are proper sofic, and neither supports SAN CA.

Intuitively, what is going on is that the even and odd shifts are ‘almost’ zero-
gluing, in that two finite configurations can be glued together, up to shifting one
of them by one, allowing the same constructions as are used in [5].

Every known one-dimensional sofic shift that does allow SAN maps is based
on either the one-one or the idea of colliding particles, and subshifts that are,
intuitively, ‘almost’ of finite type do not support SAN CA. Can one find a char-
acterization of sofic shifts allowing such behavior?

Question 6. Let X ⊂ ΣZ be a sofic shift. Under what conditions does there exist
a cellular automaton on X which is asymptotically nilpotent but not nilpotent?

Question 7. Let X ⊂ ΣZ be a subshift. Are there natural specification, mixing,
or gluing properties that forbid the existence of SAN maps X? What properties
of X are needed for the proofs of [5, 12] to go through?

Another classification question is which sofic shifts have an undecidable nilpo-
tency problem. In [14] it is shown that nilpotency is decidable on countable sofic
shifts, and we know it is undecidable on full shifts, so this class is something
in-between.

5 Nilpotency as uniform convergence to a point

We now set up a more general framework for nilpotency, so that we do not need
to give new definitions every time we generalize our model, and so that we can
discuss nilpotency also in positive-dimensional settings.



By definition, a cellular automaton is asymptotically nilpotent if and only
if the limit of every point in the action of the CA is the all-zero point. We can
characterize nilpotency in terms of this convergence:

Lemma 2. Let X ⊂ ΣZd

be any subshift with 0Z
d ∈ X and let f : X → X be a

CA. Then f is nilpotent if and only if fn(x) −→ 0Z
d

uniformly in x ∈ X.

Inspired by this, we give the following definitions: If (X, f) is an N-dynamical
system (X is a topological space and f : X → X is a continuous function), then
we say it is nilpotent, if there is a point 0 ∈ X such that for some n ∈ N,
fn(x) = 0 for all x ∈ X, asymptotically nilpotent or AN if there is a point 0 ∈ X
such that fn(x) −→ 0 for all x ∈ X, and uniformly asymptotically nilpotent or
UAN if this convergence is uniform over X.

We have
nilpotent =⇒ UAN =⇒ AN,

and we will see these implications are strict in general.
A system is non-uniformly asymptotically nilpotent or NUAN if it is asymp-

totically nilpotent but not uniformly so, and we define SAN as before as being
asymptotically nilpotent but not nilpotent:

SAN = AN ∧ ¬nilpotent, NUAN = AN ∧ ¬UAN

There are many systems that are uniformly asymptotically nilpotent but not
nilpotent, even in the zero-dimensional setting, but the previous lemma shows a
CA is nilpotent if and only if it is UAN, so a cellular automaton is SAN if and
only if it is NUAN.3 In general, for a dynamical system we can only say

NUAN =⇒ SAN.

The questions we are interested in are of the following type: Given a class
D of dynamical systems, are there NUAN/SAN systems in D? In this article,
we mostly study the case where we fix a dynamical system (a subshift) and let
D be its endomorphisms, but we can consider the NUAN/SAN behavior more
generally.

We make some basic remarks (see also [5]) and give some examples: A Z-
subshift X, seen as an N-system with the action of σ is, by definition, AN if
and only if the cellular automaton σ is asymptotically nilpotent on it, and this
happens precisely when all points of X contain only zeros in their eventual
right tail. Such a subshift is only UAN if and only it is nilpotent if and only if
X = {0Z}. Thus the notions NUAN and SAN agree for Z-subshifts as well.

For an N-subshift X, the characterization of AN is the same. Such X is UAN
if and only if it is nilpotent if and only if there is a bound m ∈ N such that
x ∈ X =⇒ ∀n ≥ m : xn = 0. These are precisely the N-subshifts which are
finite and contain only finite points. Thus the notions NUAN and SAN agree for
N-subshifts.

3 See, however, Example 6.



If X ⊂ ΣZd

is a subshift, then a cellular automaton f : X → X is AN if and
only if its trace {y ∈ ΣN | ∃x ∈ X : yn = fn(x)0d} is AN as a one-dimensional
subshift, and f is nilpotent if and only if its trace is.

As we have seen, there are subshifts which are SAN (equivalently NUAN),
for example the one-one subshift. The one-sided one-one subshift (the set of right
tails of the one from the previous section) can also be described as follows: Let
Ṅ = N ∪ {∞} be the one-point compactification of N, with its usual topology.
Then the map f defined by f(n) 7→ n − 1 (with ∞ − 1 = ∞) for n ≥ 1 and
f(0) =∞ is continuous on Ṅ, and (Ṅ, f) is NUAN.

The two-sided one-one subshift can similarly be seen as the subtraction home-
omorphism on Ż. There is also a more geometric way to implement this idea:
Seeing the circle S1 as [0, 1] with 0 and 1 identified, the map f(x) = x2 is well-
defined and continuous. In this system (S1, f), every point converges to 0, but
this convergence cannot be uniform, as f is a homeomorphism (so every point
has a preimage). This example is also NUAN.

The map x 7→ x/2 also gives us continuous dynamics on [0, 1]. This map is
not nilpotent, but is UAN. Thus, it is SAN but not NUAN.

6 Cellular automata on graphs and groups

Next, we generalize in another direction, and replace Zd by a graph.
Let G be any road-colored graph whose edges are colored with colors from a

finite set S in such a way that for every vertex v ∈ G, for each s ∈ S there is a
unique edge with v as initial vertex and s as label. The terminal vertex of this
unique edge is denoted by vs. If u ∈ S∗, we write vu = (· · · ((vu0)u1) · · ·u|u|−1)
(with vε = v where ε is the empty word).

Write ΣG for the set of colorings of the nodes of G. A cellular automaton
on ΣG is a function f : ΣG → ΣG such that for some function floc : ΣF → Σ
where F ⊂ S∗ is finite, we have f(x)v = floc(a 7→ xva) for all x ∈ ΣG and a ∈ F .

An important example are cellular automata on groups: Let G be a group
generated by a finite set S, and Σ a finite alphabet. Then G acts on ΣG by left
translations g · xh = xg−1h, and continuous functions f : ΣG → ΣG commuting
with them are precisely the functions that are cellular automata in the sense
of the previous definition on any Cayley graph of G, that is, there always exist
floc : ΣF → Σ such that

f(x)v = floc(xvs1 , xvs2 , . . . , xvsk)

where s1, s2, . . . , sk ∈ G. Setting G = Zd, we obtain the classical setting of
multidimensional CA. For cellular automata on groups, UAN is equivalent to
nilpotency. Thus, in this setting SAN and NUAN are equivalent concepts as
well.

One can similarly define cellular automata on monoids: If M is a monoid
generated by a set S, then M has right Cayley graph with edges (m,ms) where
s ∈ S, and we can consider cellular automata on this graph. Setting M = N,
this corresponds to the usual one-sided cellular automata.



Example 6. Let f : ΣZ → ΣZ be a cellular automaton which is asymptotically
nilpotent on periodic points, but not nilpotent, see Theorem 2. Let Cn be the
graph with n nodes in a single cycle, with label 1 on each edge. Let G =

⋃
n Cn

be a disjoint union of these graphs, and let g : ΣG be the cellular automaton
with the same local rule as f . Then clearly g is asymptotically nilpotent. In fact,
g is UAN: for every cycle, there is a bounded time after which it contains only
zeroes. Nevertheless, g is not nilpotent, as f is not. It follows that this example
is not nilpotent, but is UAN. Thus, it is SAN but not NUAN.

Intuitively, this example comes from the fact that the graph is not homoge-
nous, in the sense that the neighborhoods of different nodes look different. If
we could ‘translate the graph’ and take limits of this translation process, we
would in a natural sense obtain copies of Z where f is not even asymptotically
nilpotent. We do not formalize this idea here.

Example 6 can be seen as a cellular automaton on a group action, as the
cellular automaton we define commutes with the action of Z that rotates the
information on each Cn. We do not formalize this idea either.

While we can have SAN in the setting of CA on graphs (by the previous
example), I do not know whether NUAN behavior is possible.

Question 8. Is there a road-colored graph G and an alphabet Σ such that some
CA f : ΣG → ΣG is NUAN?

The main question is whether we can obtain SAN maps in the group setting:

Question 9. Is there a countable group G and an alphabet Σ such that some
CA f : ΣG → ΣG is SAN?

6.1 What works on general groups?

Many of the arguments of [5] and [12] work on every group, but have only been
stated in the Zd case. The first is from [5], and states that there are some patterns
that empty a particular cell (or set of cells) forever, in any context.

Lemma 3. Suppose G is a countable group and f : ΣG → ΣG is an asymptoti-
cally nilpotent CA. Then for every neighborhood V of 0G there exists a nonempty
open set U and n0 ∈ N such that x ∈ U =⇒ ∀n ≥ n0 : fn(x) ∈ V .

The second and third lemmas deal with mortal finite configurations. If f :
X → X is a CA and x ∈ X, then x is mortal if f is nilpotent on {x}, that is,
fn(x) = 0G for some n ∈ N. The proof of both lemmas below are based on the
observation that in an asymptotically nilpotent CA, every cell (or set of cells)
must regularly visit the all-zero cylinder.

The second lemma states that if a finite configuration does not spread under
an asymptotically nilpotent CA, then it is mortal.

Lemma 4. Suppose G is a countable group and f : ΣG → ΣG is an asymptot-
ically nilpotent CA. If x is a finite configuration such that the set {v ∈ G | ∃n :
fn(x)v 6= 0} is finite, then x is mortal.



The following is proved like Lemma 2 of [12].

Lemma 5. Suppose G is a countable group, f : ΣG → ΣG is an asymptotically
nilpotent CA and there is a dense set of finite mortal configurations. Then f is
nilpotent.

We give an intuitive outline of the proof of the case G = Z of Theorem 1 in [5],
highlighting how the geometry of Z is used: Suppose we have an asymptotically
nilpotent CA. We use Lemma 3 to get a word w which blocks information flow
through its central coordinate. One half of such word (after a few iterations)
must then block information flow from one side. Sticking such halves around a
finite configuration, the configuration becomes stuck in a finite segment, and it
must then be mortal by Lemma 4. This means there is a dense set of mortal
finite configurations, and we conclude with Lemma 5.4

In this proof, we make essential use of the fact Z has multiple ends: Cutting
w in half effectively splits the group in two, and the CA will never see over the
gap. However, everything else follows from general arguments.

In the d ≥ 2 case, the same idea does not work directly, as the blocking
words w are replaced by blocking patterns, and they need not block information
flow in any essential way. The new idea in [12] is that periodizing a point makes
the cellular automaton simulate a one-dimensional CA, and we already know
the result for such CA. The periodization must be doable in any direction, so
we make essential use of the fact that there are quotient maps Zd → Z ‘for
every dimension d’, which is almost the definition of Zd. In this sense, we make
essential use of the algebraic structure of Zd.

For some specific groups, it is plausible that SAN behavior can be ruled
out easily, by a more assiduous application of these ideas. In the case of free
groups (which also have multiple ends), one can directly attempt to mimic the
proof of [5], while in the case of the Heisenberg group, one can try to mimic the
periodization idea of [12].

Conjecture 1. If G is a free group or G is the Heisenberg group, then there are
no SAN cellular automata on any full shift on G.

7 CA with very sparse spacetime diagrams

In this section, we list some results of [15]. The construction of [15] gives insight
into why it is difficult to show that SAN behavior is impossible: we can ‘almost’
have it on a full shift, in the sense that a non-nilpotent cellular automaton can
have both very sparse rows and very sparse columns in the limit.

Consider the full shift ΣZ. Then the Besicovitch pseudometric is defined by

dB(x, y) = lim sup
n→∞

1

2n+ 1
|{−n ≤ i ≤ n | xi 6= yi}|.

4 As we only want to emphasize what property of Z is used, we are of course omitting
some technical details. Interested readers will find the details in the references.



Then (ΣZ, dB) is a topological (non-Hausdorff non-compact) space called the
Besicovitch space, and if f : ΣZ → ΣZ is a cellular automaton on ΣZ (in the usual
sense), then f is also an endomorphism (continuous shift-commuting self-map)
of (ΣZ, dB). We write dC for the usual metric inducing the product topology on
ΣZ.

We cite some results of [15] about nilpotency on the Besicovitch space.

Proposition 1. Let f : ΣZ → ΣZ be a cellular automaton. Then

– f is nilpotent on (ΣZ, dB) if and only if it is nilpotent on (ΣZ, dC), and
– if f is AN on (ΣZ, dB), then it is UAN on (ΣZ, dB).

These follow from [15, Proposition 41] and [15, Lemma 43], respectively. The
second item shows that there are no cellular automata that are NUAN over the
Besicovitch space.

The main result of [15] is the construction of a CA with very sparse spacetime
diagrams, and the following is one of the corollaries of the construction:

Theorem 5. There is a cellular automaton which is UAN on (ΣZ, dB) but is
not nilpotent on (ΣZ, dC).

Thus, there are cellular automata that are SAN over the Besicovitch space.
Asymptotic nilpotency for the Besicovitch metric is ‘spatial nilpotency’, that

is, most cells being zero on every row. Thus, to formulate this notion, we need
a notion of ‘space’. For the temporal direction, we can formulate a notion of
nilpotency in density directly: If f : X → X is a dynamical system and 0 ∈ X,
then f is asymptotically nilpotent in temporal density or ANTD5 if

∀ε > 0 : ∀x ∈ X : lim inf
n→∞

1

n
|{0 ≤ i < n | d(f i(x), 0) < ε}| = 1.

If the convergence is uniform in X for all ε, we use the obvious acronym UANTD.

Proposition 2. Let f : ΣZ → ΣZ be a cellular automaton. Then

– f has a unique invariant measure if and only if it is ANTD, and
– if f is ANTD then it is UANTD.

The first observation is well-known, see [15, Proposition 5] for a proof. It is the
reason why ANTD cellular automata are usually called uniquely ergodic, since
this is the term for having a unique invariant measure in ergodic theory. The sec-
ond condition says that there are no CA that are ‘non-uniformly asymptotically
nilpotent in temporal density’, and it is also shown in [15, Proposition 5].

The construction of [15] also gives a CA where the temporal density of zeroes
is high:

Theorem 6. There exists a cellular automaton f : ΣZ → ΣZ which is ANTD
but not nilpotent.

5 It would be nice to call this just ‘asymptotic nilpotency in density’, but this is used
in [15] in the spatial sense.



Thus, there are cellular automata that are ‘strictly asymptotically nilpotent
in temporal density’.

We can formalize the property of [15] that the density of zeroes becomes high
from every starting configuration also using measures: the CA of [15] proving
Theorem 5 also has the property that every shift-invariant measure converges
to the Dirac measure at zero in the iteration of the CA. In other words, there
is a non-nilpotent CA f : ΣZ → ΣZ which, acting over the space of shift-
invariant probability measures on ΣZ, is asymptotically nilpotent toward the
Dirac measure at 0Z.

We mention that for cellular automata, there is also another well-known kind
of nilpotency on the space of measures, namely randomization:

Example 7. Let f : ZZ
2 → ZZ

2 be the two-neighbor XOR f(x)i = xi +xi+1. Then
f acts on the space of shift-invariant measures Mσ on ZZ

2 . It is known that
f is randomizing in density [9, 7, 11] in the sense that fn(µ) converges weakly
to the uniform Bernoulli measure ‘except for a set of times of density zero’,
whenever µ is a full-support Bernoulli measure.6 Combining the terminology of
Section 3 with that of this section means precisely that f is ANTD on the set of
full-support Bernoulli measures, with nilpotency towards the uniform measure.
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