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Abstract. An Indoor Positioning System (IPS) issues regression and
classification challenges in form of an horizontal localisation and a floor
detection. We propose to apply the XGBoost algorithm for both tasks.
The algorithm uses vectors of Received Signal Strengths from Wi—Fi
access points to map the obtained fingerprints into horizontal coordinates
and a current floor number. The original application schema for the
algorithm to create IPS was proposed. The algorithm was tested using
real data from an academic building. The testing data were split into
two datasets. The first data set contains signals from all observed access
points. The second dataset consist of signals from the academic network
infrastructure. The second dataset was created to eliminate temporary
hotspots and to improve a stability of the positioning system. The tested
algorithm got similar results as reference methods on the wider set of
access points. On the limited set the algorithm obtained the best results.

1 Introduction

Creation of an effective Indoor Positioning System (IPS) is an open issue. Com-
monly known and usage methods based on the Global Positioning System (GPS)
are great outdoor but fail inside the buildings.

A fingerprinting based on Wi-F1i signals is a popular method that replaces
GPS localisation. In this method, vectors of Received Signal Strengths (RSS)
are mapped into horizontal coordinates by a regression method.

However, expectations for the localisation system are greater in the case of
the IPSs. The acceptable accuracy of an outdoor localisation system is measured
in dozens of meters when an expected error of IPS should not be greater than
few meters.

Moreover, the indoor localisation raises floor detection issue that does not
exist in an outdoor localisation task. An RSS vector should be mapped into a
current floor by a classification method. It is extremely important to obtain a
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high accuracy in this classification task. A localisation with minimal horizontal
error is useless if an object is localised on the wrong floor.

Therefore, we are still looking for new classification and regression methods
that can be applied in fingerprinting localisation task.

In this paper, we applied the XGBoost algorithm [?] in fingerprinting locali-
sation task. The XGBoost algorithm is a scalable tree boosting system that can
be used both for classification and regression tasks. According to our knowl-
edge, the algorithm was not applied in fingerprinting localisation task before.
The original schema of the application was proposed.

The algorithm was tested on real data collected in an academic building.
The localisation results were compared with a reference method. As a reference
methods kNN and random forest were used.

The algorithm was tested on two data sources. The first source contains
signals from all access points observed during the data collection. However, it
was stressed [?] that such data may contain temporary access points. If such
access points are present only in the learning set the accuracy obtained on the
testing set will be decreased. Therefore, the second data source was limited to
well-known access points that create the academic infrastructure.

The rest of the paper is structured as follows. Section [2] contains information
on a fingerprinting method and measures of errors. Section [3] presents related
work. Section 4| describes the XGBoost algorithm and its application for IPS.
Section [f] presents the obtained localisation results. Finally, Section [6] presents
brief conclusions.

2 Preliminaries

In this section we briefly describe a general fingerprinting method and the mea-
sures of an error used in this paper.

The fingerprinting approach to indoor localisation requires a model based
on a dataset of measured Received Signal Strengths (RSS), which is later used
to predict user’s location on the base of the current RSS measurements. Our
analysis was based on the data collected from a six-floor academic building. The
building had an irregular shape and its outer dimensions were around 50 by 70
metres and its height was 24 metres.

The signals were measured using the following models of mobile phones: LG
Nexus 4, Sony Xperia Z, and HTC One mini. All phones were working with
Android 4.2 Jelly Bean and dedicated application for data collection [?].

The data were collected into the two independent series, used later as the
training and the testing subset. Each subset consists of the vectors of the signal
strengths from R®7° labelled by the position of a point in which those signals
were measured. The position information contains x and y - the horizontal coor-
dinates, and f - the floor number. The training set contains the measurements
from 1401 points gathered in a 1.5 x 1.5 meters grid, and the test set contains
the measurements from 1461 points gathered on another day in the grid shifted
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by 0.75 meters in each horizontal direction. There were 40 measurements for
each point, giving us 56020 training fingerprints and 58440 test fingerprints.

The quality of models was evaluated by two measures: a horizontal median
error (HME) and an accuracy of the floor detection(ACC). The horizontal error
for fingerprint m € R®7® was defined as

he(m) =\ @m — ha(m)? + (g — hy(m))?) (1)

where x,, and y,, were the horizontal coordinates of the point where the fin-
gerprint m was taken, and h,(m) and h,(m) were coordinates predicted for the
fingerprint m. The floor error for fingerprint m € R0 was defined as

fe(m) = [fm = hg(m)]| (2)

where f,,, was the floor number where the fingerprint m was taken, and h¢(m)
was a floor number predicted by the model.
We defined a horizontal median error for the test set 7 as

ZmGT he(m)

HME =
7]

(3)
and an accuracy of the floor detection as

Yomer (1 —sgn(fe(m)))

ACC =
7]

3 Related work

The comparison of indoor positioning system can be found in [?] and [?] .

In [?] the authors presented an overview of the current trends in this lo-
calisation using a Wireless Sensor Network (WSN) with an introduction of the
mathematical tools used to determine position.

Work [?] compared different methods of creating IPS model for a given ra-
dio map. The authors defined two categories: deterministic and probabilistic.
The deterministic methods are based on distances between RSS vectors while
probabilistic ones use the estimation of the probability that we are in a given
localisation while a particular RSS vector was measured.

There were several works that discussed a usage of machine learning methods
to create IPS for the same building but not necessary on the same data as used
in this paper.

In work [?], the Particle Swarm Optimisation (PSO) algorithm was applied
to the training process of a Multilayer Perceptron (MLP). In work [?] the k
Nearest Neighbours (kNN) algorithm was used to estimate a current floor. In
work [?] a localisation method for moving terminal was implemented with the
usage of the Particle Filter method.

Finally, in works [?,?] the authors used the random forest. The authors built
the independent models for the estimation of each coordinate (z, y, f).
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The nature of the given problem justifies the usage of a random tree-based
method [?]. The interference in a signal strength caused by walls and irregular
access point locations disallows any assumptions about the distribution of signal
strengths. Moreover, those characteristics also imply highly non-linear interac-
tions between variables, which are very well-handled by tree-based methods.
Having this in mind we decided to use XGBoost algorithm and check if it can
improve the results obtained with the random forest.

4 XGBoost algorithm

In this section we show basics of tree boosting methods, and we discuss XGBoost
algorithm, a scalable machine learning system for tree boosting.

The main difference between Random Forest (RF) and Gradient Boosted
Machines (GBM) is that while in RF trees are built independent of each other,
GBM adds a new tree to complement already built ones.

Assume we have data D = {(z;, ;) : i =1...n, z; € R™, y; € R}, so we
have n observations with m features each and with a corresponding variable y.
Let us define g; as a result given by an ensemble represented by the generalised
model

K
Ji = (@) =D filw:) (5)
k=1

In our case fy is a regression tree, and fi(z;) represents the score given by
the k-th tree to the i-th observation in data. We want to minimise the following
regularised objective function in order to choose functions fg.

L(¢) =D Uyirii) + > _ ) (6)
i K

[ is the loss function. To prevent too large complexity of the model the penalty
term (2 is included as follows:

f) =T+ Al 7)

where gamma and lambda are parameters controlling penalty for, respec-
tively, the number of leaves T' and magnitude of leaf weights w.

This penalty term is the first feature that is unique to XGBoost in comparison
to general tree boosting methods. Its purpose is to prevent over-fitting and to
simplify models produced by this algorithm.

In order to minimise the objective function an iterative method is used. In j-
th iteration we want to add f;, which minimises the following objective function:

£ =3 Uy 3970 + i) + ). (8)
i=1
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Using the Taylor expansion we can simplify this function, and derive a for-
mula for loss reduction after the tree split from given node:

2 2 2
Lovgir — 1 (Xiez, 99) I (Xiez, 91) _ (Xicz91)

P 2 ZieZL hi + A ZieZR hi + A ZieI hi + A

where 7 is a subset of the observations available in the current node, and Zj,,

Tr are subsets of the observations available in the left and right nodes after the

split. The functions g; and h; are defined as follows: g; = 95, ;-1 (yi,gi(j _1)),

-7 (9)

h; = 6§i(j_1)l (v, 5:Y~Y). This formula is used for finding the best split at any
given node. It depends only on the loss function (through the first and second-
order gradients) and the regularisation parameter 7. It is easy to see that this
algorithm can optimise any loss function given by the user, as long as he can
provide the first and second-order gradients.

In addition to introducing the regularised loss function, XGBoost provides
two additional (compared to general GBM) features to prevent over-fitting. First,
the weights of each new tree can be scaled down by a given constant n. It reduces
an impact of a single tree on the final score, and leaves more room for next trees
to improve the model. The second feature is a column sampling. It works in
a similar way as random forests — each tree is built using only a column-wise
sample from the training dataset.

Besides those improvements in terms of the algorithm, XGBoost also per-
forms better than other tree boosting methods. It supports an approximate split
finding, which improves the process of the building trees and scales very well
with the number of CPU cores.

For our purposes we used regression with least squares objective for the hori-
zontal localisation task and a multi—class classification using a softmax objective
function for the floor detection. Both objectives are implemented in the ‘xgboost'
package for the ‘R* language provided by the creators of the algorithm.

4.1 Application for IPS

Our task was to estimate of the coordinates (Z.,, Ym, fm) of the point where the
fingerprint m was taken by predictions (hy(m), hy(m), hy(m)). It was done by
an ensemble of XGBoost models.

A straightforward application uses three models to estimate each of the co-
ordinates separately. We proposed the different process for the training models.
Instead of using two models for estimation of the horizontal coordinates in the
whole building, we build two models for each floor of the building. By making
each model more specific than the generic one we can make more accurate pre-
dictions on each floor. However, we are aware that this approach can lead to
horizontal location errors caused by wrong floor prediction.

The application of XGBoost models for IPS was done using the following
schema. The first model ¢/ estimated the current floor

hy(m) = ¢! (m). (10)
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Table 1. Results of localisation on all 570 access points

HME
model median mean 80%|ACC
XGBoost (2 models) 2.44 3.32 4.54| 0.95
XGBoost (12 models)| 2.34 3.37 4.42| 0.95
Random forest 2.78 3.80 5.14| 0.94
kNN 2.39 3.00 4.19| 0.93

For each floor separate models were created for estimation of the horizontal
coordinates. The coordinates x,, and y,, were estimated by the models ¢§ and
¢! respectively, where i € [min(f,,), ..., max(fm)].

According to recognised floor the z,, coordinate was estimated as

Similarly, the vy, coordinate was estimated as

hy(m) = 6y (). (12)

5 Results

While the data provided measurements from 570 access points, work [?] con-
cluded that it is not necessary to use all variables in the learning process. There-
fore, we selected only 46 access points from the academic Wi-Fi network. The
selection expelled all mobile and temporary access points (which was desirable
from the practical point of view) but also made the models building and the
predictions making much faster. However, for the sake of comparison we also
tested the model based on all access points.

We compared the XGBoost model with random forests — using results from
[?] — and with the kNN algorithm implemented for the need for the reference
method in this work. It should be stressed that the model of the horizontal
localisation in [?] was created for the whole building contrary to our model
where the horizontal localisation was modelled for each floor separately.

5.1 Tests on full set of access points

In the first test all access points were taken into consideration. The number of
trees in the model was fixed to 450 and the other parameters were adjusted to
achieve the best performance on the learning set.

Table [I] compares the results obtained by the XGBoost algorithm, the kNN
method, and the random forests. A quality of the algorithms is measured by the
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Fig. 1. Results of horizontal localisation on all access points

mean, median, and 80th percentile values of the horizontal error (HME) and
by the accuracy (ACC).

The XGBoost algorithm was tested in two forms. The straightforward ap-
plication used two models for the horizontal localisation and the application
described in Section 1] used 12 models in order to do the same localisation.

We can notice that on the full dataset the kNN algorithm performs better
than the XGBoost algorithm in terms of the horizontal error. We can also see
that using the XGBoost algorithm improves the horizontal median error over
random forest by about 12 percent.

Figure [I] shows the distribution of the horizontal errors for the XGBoost and
kNN models. The kNN algorithm reduced the number of errors from the range
4 to 20 meters. Therefore, the differences between the means and gross errors
are visible when the median error are nearly the same. The differences between
two application schema of the XGBoost algorithm are ambiguous because one
model has a lower median error when the other wins a comparison of the rest of
the measures.

The XGBoost algorithm obtained the best accuracy in the floor detection
task. Mostly, the classification error was not greater than one floor. However,
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Table 2. Results of localisation on 46 access points

HME
model median mean 80%|ACC
XGBoost (2 models) 2.92 4.13 5.30| 0.93
XGBoost(12 models)| 2.81 3.99 5.22| 0.93
Random forest - 447 -| 0.93
kNN 3.13 4.73 5.76| 0.91

we should remember that even such small error keeps us from correct localisa-
tion. Therefore, it is not unambiguous that the kNN method — with the smaller
horizontal error — should be preferred over the XGBoost algorithm.

5.2 Tests on access points from academic infrastructure

In the second test, the number of the access points used to build a model was
limited to 46 access points from the academic network. The number of trees
was reduced to 50 since the reduction in the number of the columns made it
unnecessary to use a higher number of the trees.

Table [2| groups the results obtained by the XGBoost algorithm, the kNN
method, and the random forests. The same error measures were used as in Ta-
ble [T} However, not all measures were known for the random forest. Still, we can
see that the improvement over the random forest is greater when we use only sig-
nals from the academic Wi—Fi network. The XGBoost algorithm also performed
better than the kNN algorithm on this smaller dataset. This is especially impor-
tant because of a reduction of data. In a practical application the reduction can
improve the learning time and the obtained results should be more stable than
the result from the model that utilises all access points including temporary and
mobile ones.

Figure [2| shows the distribution of the horizontal errors on the test data for
three algorithms: the XGBoost algorithms with two models for the horizontal
location, the XGBoost algorithm with twelve models for the horizontal loca-
tion and the kNN algorithm. For the kNN algorithm the optimal value of the
parameter k£ was 20. We can see that for the shorter length of input data the
XGBoost algorithm provides an improvement over the kNN method. The kNN
method fails with the gross errors mostly. The difference for 80th percentile error
exceeds half of meter.

The usage of 12 models benefited in the reduction of the horizontal errors. We
can observe the reduction of the gross errors specifically. To prove that there is
a significant difference between results obtained by the 12 models and 2 models,
we performed Wilcoxon’s Signed—Rank test for paired scores [?].

For both estimator we created a vector that contains the six HME errors
presented in Table [I] and Table [2}
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Fig. 2. Results of horizontal localisation on 46 access points

Wilcoxon’s Signed—Rank test rejected the null hypothesis (p = 0.062500),
which stated that the results obtained by the two estimators were not signif-
icantly different, at the 0.1 level. Moreover, the modified test accepted (p =
0.984375), at the 0.1 level, the alternate hypothesis that the differences between
errors of the XGB(2) and the XGB(12) come from a distribution with median
greater than 0. Therefore, the results obtained by XGB(12) model are statisti-
cally better.

All algorithms — except the kNN method — obtained the same accuracy in
the floor detection task. Once again, the classification error was not greater than
one floor mostly.

The obtained results are worse than the results obtained for all 570 access
points. However, it can be better to use the limited number of the access points in
a practical case. The well-known access points are under control and other access
points can be switch off without any notification. It may reduce the localisation
quality significantly. At the same time a localisation based on the infrastructure
can work several years keeping good localisation results [?].

In practical application, XGBoost and Random Forest may be easier to use
than kNN method. The implementation itself is not a problem in any case since
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all algorithms are commonly available in many libraries. However, the prediction
in kNN requires constantly referring to the training set, which must be kept
available during localisation phase. On the other hand, estimating location with
tree-based models is much easier and only requires checking a certain number of
logical conditions without the need to access any large volume of data.

6 Conclusions

We have presented the application of the XGBoost algorithm for the localisation
task based on the fingerprinting method. In the proposed application schema,
we have used one model to estimate a current floor number and 12 models to
estimate a horizontal position.

The application was tested on two sets of real data that varied in the length
of the input vectors. The proposed algorithm worked similar to the reference
method — the kNN algorithm — on longer vectors and better on shorter vectors.
For both data sets, the obtained results were better than the published results
obtained on the same data sets.

In future work we want to test the algorithm on other data sets and compare
it with a wider spectrum of the localisation systems.
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