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MATHEMATICAL DETERMINATION OF THE FRÉCHET
DERIVATIVE WITH RESPECT TO THE DOMAIN FOR A
FLUID-STRUCTURE SCATTERING PROBLEM. CASE OF

POLYGONAL-SHAPED DOMAINS.

HÉLÈNE BARUCQ∗, RABIA DJELLOULI† , ELODIE ESTECAHANDY‡ , AND MOHAND

MOUSSAOUI§

Abstract. The characterization of the Fréchet derivative of the elasto-acoustic scattered field
with respect to Lipschitz continuous polygonal domains is established. The considered class of do-
mains is of practical interest since two-dimensional scatterers are always transformed into polygonal-
shaped domains when employing finite element methods for solving direct and inverse scattering
problems. The obtained result indicates that the Fréchet derivative with respect to the scatterer
of the scattered field is the solution of the same elasto-acoustic scattering problem but with addi-
tional right-hand side terms in the transmission conditions across the fluid-structure interface. This
characterization has the potential to advance the state-of-the-art of the solution of inverse obstacle
problems.
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1. Introduction. One of the basic inverse scattering problems in scattering the-
ory is the determination of the shape of the scatterer using some measured scattered
far-field patterns [8]. This model problem, called inverse obstacle problem (IOP),
is relevant to numerous real-world applications including radar and sonar detection,
geophysical exploration, structural design, medical imaging, and atmospheric studies.
In spite of their apparent simple formulations, IOPs are very challenging problems
from both mathematical and computational viewpoints. The difficulties in study-
ing and/or solving IOPs are mainly due to their nonlinear and severely ill-posed na-
ture [8]. Nevertheless, given the applied nature of these problems and their prevalence
in sciences and engineering, IOPs have been subject to extensive studies leading to a
tremendous growth within the last three decades with an emphasis on the develop-
ment of computational methods (see, for example, [11, 14], and the references therein).

A large class of the proposed solution methodologies for IOPs belongs to the cate-
gory of regularized Newton-type algorithms [21, 17]. These methods appear to be
naturally well-suited for solving IOPs for two reasons. First, the Newton component
of these algorithms is the primary candidate for addressing the nonlinear aspect of
IOPs. Second, the regularization procedure is incorporated to restore the stability
to these problems. Employing this class of regularized iterative strategies requires
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however the computation, at each Newton-type iteration, of the Fréchet derivatives
of the scattered field with respect to the shape parameters at each given observation
point. Furthermore, it is well-known that the accuracy, fast convergence, and compu-
tational efficiency of these iterative algorithms strongly depend on the accuracy and
effectiveness levels in the calculation of the Jacobians that occur at each iteration.
Hence, characterizing these Fréchet derivatives is a necessary condition for solving
efficiently and accurately IOPs with regularized iterative algorithms. It is therefore
not surprising to note that a great deal of attention, documented by numerous pub-
lications in the literature, was given to address this issue. Indeed, depending on the
regularity assumptions on the shape of the considered scatterer, various approaches
were suggested to establish and characterize the Fréchet differentiability of the scat-
tered field with respect to the shape of the scatterer. Studies and results pertaining
to the case of acoustic scattering problems by rigid (not penetrable) scatterers can
be found, for example, in [29, 24, 35, 37, 25, 12]. The case of electromagnetic scat-
tering problems has been also studied by several authors and results can be found in
[36, 21, 9, 10, 30], among other references. The case of elasto-acoustic problems was
recently partially addressed in [7]. It was proved that the elasto-acoustic scattered
field and its corresponding far-field pattern are continuously Fréchet differentiable
with respect to the elastic domain. This important preliminary result was established
assuming the boundary of the considered elastic scatterer and its perturbations to be
Lipschitz continuous only. The proof of this result is a two-step approach based on
the ideas developed in [33, 40]. In the first step, the direct elasto-acoustic problem is
reformulated in carefully constructed Banach spaces that are invariant with respect
the the shape perturbations. The second step is devoted to proving that the condi-
tions for applying the Implicit Function Theorem are satisfied. It is worth mentioning
that [7] does not indicate how this derivative can be computed/characterized. Note
that this new result extends the one established in [13] to elastic object with rough
boundaries that are usually encountered in practical problems.

Characterizing the Fréchet derivative of the elasto-acoustic field with respect to the
domain is a delicate task that requires a particular attention. More specifically, for
elastic scatterers that are regular enough (of class Ck; k ≥ 2), it is relatively simple to
prove that the derivative is the solution of the same boundary value problem but with
different right-hand sides on the transmission conditions across the fluid-structure
interface (see Theorem 3.2 in Section 5.1). The proof of this result is straightfor-
ward and relies on the chain rule along with the classical trace theorems [34, 31, 19].
The case of Lipschitz continuous elastic domains, that are of practical interest, is more
complicated due to the presence of second-order derivatives of the elasto-acoustic field
in the transmission conditions (see Theorem 3.2). The presence of these higher-order
derivatives is problematic because it requires to define in an intrinsic way the Sobolev
space H3/2(Γ) and its corresponding dual space. In the case of a Lipschitz continu-
ous boundary, it is well-known that in general it is not possible to define Hs(Γ) and
its dual except for s ∈ [−1, 1]. The underlying difficulty is that the multiplication
by an L∞(Γ)-function is not a continuous mapping from H1/2(Γ) into itself, which
constitutes an irremediable obstruction. It is worth mentioning that Geymonat and
Krasucki provided in reference [16] a characterization of the space of the traces for
functions in H2(Ω) as a subspace of H1(Γ). Unfortunately, the approach employed
to establish this result cannot be used for clearly characterizing the dual space. We
must point out that we previously announced in an extended abstract that appeared
in the special issue [5] that the main result of this paper is valid in the case of “pure”
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Lipschitz domains. Neither the derivation of this characterization nor the proof were
included in the paper due to space limitations. It turns out that the unpublished
proof was not correct. Indeed, one of the main intermediate trace results was not
valid for “pure” Lipschitz domains. We unfortunately are no longer convinced that it
would be possible to characterize the derivative of the scattered field as the solution
of an elasto-acoustic-type problem when the boundary Γ is assumed to be Lipschitz
continuous only. Note that this property is true in the case of non penetrable ob-
stacles, i.e. acoustic scattering problems [12]. For this reason, we limit our study
to the class of Lipschitz curvilinear polygonal-shaped domains. This assumption en-
compasses a large class of domains since, at the computational level, all scatterer’s
shapes are transformed, after applying finite-element triangulations, into polygonal-
shaped domains. The main advantage in considering this class of Lipschitz continuous
domains is that the unit normal vector to the domain’s boundary Γ is well-defined
and remains –at least– Lipschitzian everywhere except possibly at the vertices of the
considered polygon. This allows to adopt a ”divide & conquer” type strategy to prove
Theorem 3.2. More specifically, we adopt a two-step approach to establish this char-
acterization. In the first step, we perform a local analysis, i.e. at the edges level of
Γ. The goal in the second step of the proposed proof is to extend the local results
to the entire boundary Γ. This is accomplished through the derivation of two new
key trace results (see Proposition 4.9 and Proposition 4.10) that also appear to be
of independent interest. The computational implication of this theoretical character-
ization is that, at each Newton iteration, one need to solve a single linear system of
equations with Np right-hand-sides; Np being the number of parameters representing
the surface of the considered scatterer. This result has the potential to advance the
state-of-the-art of the solution of inverse elasto-acoustic scattering problems. Indeed,
the methodology adopted for characterizing the Fréchet derivatives with respect to
the shape of an elastic scatterer can also be applied to analyze the Fréchet differ-
entiability with respect to its material properties. This is relevant to many inverse
problems where not only the shape of an obstacle is of interest but also, and equally
important, its material properties. To the best of our knowledge, this class of in-
verse elasto-acoustic problems has not been solved yet. Last, we must point out that
employing adjoint-based formulations could be an attractive alternative for solving
inverse obstacle elasto-acoustic problems. One of the main advantages of this class
of methods is that the derivatives are expressed for all perturbations which makes
this class of methods independent of the number of the shape parameters. In addi-
tion, these methods require solving one forward problem and its corresponding adjoint
problem. However, since the resulting linear system corresponding to the direct prob-
lem is symmetric but not hermitian, its factorization cannot be reusable to solve the
adjoint problem. Hence, the computational cost associated with the assembly and
the factorization of two linear systems could be superior to the one required for the
solution of one linear system with multiple right-hand sides.

The remainder of the paper is organized as follows. In Section 2, we specify the
nomenclature and assumptions adopted, and formulate the considered elasto-acoustic
scattering problem [28]. In Section 3, we specify the considered class of Lipschitz
continuous domains and state the main result of this paper: Theorem 3.2. This result
shows that the Fréchet derivative with respect to the domain of the elasto-acoustic
scattered field is a solution of the same elasto-acoustic scattering problem but with
different right-hand sides in the transmission conditions across the wet interface Γ.
Section 4 is devoted to the derivation of preliminary trace results that form the math-
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ematical framework of the proposed study. Some of these results do not appear to
be standard and they may be of independent interest. The proof of Theorem 3.2 is
given in Section 5. We first prove this theorem in the case where the boundary Γ is
regular enough (Section 5.1). Then, we extend the proof to the case of Lipschitz con-
tinuous polygonal-shaped domains (Section 5.2). Concluding remarks are presented
in Section 6.

2. Problem Statement.

2.1. Nomenclature and Assumptions. Throughout this paper, we adopt the
following notations and assumptions:

• Ωs is a polygonal-shaped domain of R2 whose boundary Γ is assumed to be
Lipschitz continuous.

• Ωf = R2 \ Ω
s

is the homogeneous inviscid (fluid) medium surrounding the
elastic domain.

• | · | is the Euclidean norm in R2.

• x is a point of R2, understood as a column vector and r = |x| is the distance
from an origin point to x.

• d is a unit vector representing the propagation direction of the incident plane
wave.

• ν is the outward normal to Γ and
∂

∂ν
is the normal derivative operator.

• S1 = {x ∈ R2||x| = 1} is the unit sphere in R2.

• ∇ is the gradient operator in R2. The gradient of a scalar function is a
column vector field. We adopt the notations from Simon-Murat [33] for the
Jacobian matrix. The gradient of a column vector field is a matrix, where the
partial derivatives are listed in rows. For a row vector field, we also define the
gradient as a matrix, where the partial derivatives are the columns entries.

• ∇· is the divergence operator in R2.

• ∆ is the Laplace operator in R2.

• D(E) is the space of infinitely differentiable functions with compact support
in E.

• D′(E) is the standard space of distributions [1].

• C0,1(E) is the set of all Lipschitz continuous functions on E ⊂ R2, equipped
with the norm ‖φ‖C0,1(E) = ‖φ‖C0(E)+|φ|Lip(E), where |φ|Lip = sup

x1 6=x2

|φ(x1)−

φ(x2)|/|x1 − x2|.

• C1(E) is the space of functions with continuous derivatives on E ⊂ R2.

• Cm(E) is the space of functions with continuous derivatives up to order m on
E ⊂ R2, with the maximum norm of all derivatives.

• L2(E) is the standard Lebesgue space [1].

• For a bounded domain E ⊂ R2 and for m ∈ N, the standard Sobolev spaces
are Hm(E) [1].
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• L2
loc(E) and Hm

loc(E) are the spaces of functions that are respectively in L2(D)
and Hm(D) for any open bounded set D in E.

• H1
0 (E) denotes the space of functions of H1(E) that vanish on the boundary

∂E, that is,

H1
0 (E) = {w ∈ H1(E), w|∂E = 0}.

• Hs(Γ) are the trace Sobolev spaces [1].

• H−s(Γ) are the dual spaces of the trace Sobolev spaces in the regular case
equipped with the dual product 〈·, ·〉−s,s,Γ [1].

• I : R2 → R2 is the identity mapping or the unit matrix.

• θ : R2 → R2 denotes an admissible perturbation in
(
C1(R2)

)2
. It is assumed

to have a compact support and to be small enough so that I + θ is bijective

in R2, for example ‖θ‖(C1(R2))2 <
1

2
.

• Ω•θ = (I + θ)Ω• is an admissible perturbed configuration of the reference
domain Ω•; • = s, f . Note that Ω•0 = Ω•.

• Γθ is the boundary of Ωsθ and νθ is the outward normal to Γθ. Note that
Γ0 = Γ.

• [θ′] is the Jacobian matrix of θ. Hence [θ′] =

(
∂θl
∂xj

)
1≤l,j≤2

.

• [θ′]t is the transpose Jacobian matrix of θ.

• TrΓ is the trace operator on Γ.

• D1, and D2 are two bounded domains with smooth boundaries, such that

(2.1) D1 ⊂ Ωs ⊂ Ω
s ⊂ D2.

• The symbol ↪→ denotes continuous injection between two normed spaces.
• We say that θ 7→ uθ is locally differentiable if for every open set D strictly

included in Ωs and strictly included in Ωsθ the restriction of uθ to D is dif-
ferentiable [33, 40]. Similarly, in the unbounded domain, we say that θ 7→ pθ
is locally differentiable if for every open set D strictly included in Ωf and
strictly included in Ωfθ the restriction of pθ to D is differentiable. We denote
by (u′, p′) = ((∂uθ/∂θ)(0)h, (∂pθ/∂θ)(0)h) the local derivative of (uθ, pθ) at
θ = 0 in the direction h, where h is a vector field satisfying h ∈ (C2(R2))2.

2.2. Mathematical Formulation of the Problem. The scattering of a time-
harmonic acoustic wave by an elastic obstacle Ωsθ embedded in a homogeneous medium

Ωfθ , depicted in Figure 2.1, can be formulated as the following boundary value problem
[28]:

BVP (1)



∇ · σ(uθ) + ω2ρsuθ = 0 in Ωsθ (a)

∆pθ + k2pθ = 0 in Ωfθ (b)

τ(uθ) = −pθνθ − gνθ on Γθ (c)

ω2ρfuθ · νθ =
∂pθ
∂νθ

+
∂g

∂νθ
on Γθ (d)

lim
r→+∞

√
r

(
∂pθ
∂r
− ikpθ

)
= 0. (e)
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Fig. 2.1. An admissible perturbed configuration Ω•θ of the reference domain Ω•, where • is
either s or f .

where the pair (uθ, pθ) represents the elasto-acoustic scattered field vector. pθ is the

scalar-valued fluid pressure in Ωfθ , whereas uθ is the vector-valued displacement field in

Ωsθ. g = pinc = e
i ωcf

x·d
corresponds to the given incident plane wave. ω is the angular

frequency and cf is the speed of sound in the fluid Ωfθ . ω and cf are associated with

the wavenumber k by k =
ω

cf
. ρf (resp. ρs) is a positive real number denoting the

density of the fluid Ωfθ (resp. the scatterer Ωsθ). σ is the stress tensor related to the
strain tensor ε by Hooke’s law [28]. We consider here the case of an isotropic medium,
and assume σ to be invariant under rotations and reflections [28]. Consequently, we
have:

(2.2) σ(uθ) = λ∇ · uθI + 2µε(uθ),

where ε is the strain tensor given by:

(2.3) ε(uθ) =
1

2

(
∇uθ + (∇uθ)t

)
.

and the Lamé coefficients λ and µ are two positive real numbers. This means that we
assume Ωsθ to be a homogeneous scatterer.
Last, τ denotes the traction vector on the surface of the scatterer Ωsθ, that is,

(2.4) τ(uθ) = σ(uθ)νθ.

We recall that the scattering amplitude pθ,∞ of the acoustic scattered field pθ that
is the solution of BVP (1) is defined on the unit sphere S1 and is obtained from the
asymptotic behavior of pθ [8]:

(2.5) pθ =
eikr

√
r

(
pθ,∞

(x
r

)
+O

(
1

r

))
; r = ‖x‖2 → +∞.
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Recall that the far-field pattern can also be expressed as follows [8]:

(2.6) pθ,∞(x̂) =
eiπ/4

√
8πk

∫
Γθ

(
eikx̂·y ∂pθ

∂νθ
(y)− ∂eikx̂·y

∂νθ
pθ(y)

)
dΓθ.

Observe that the direct problem BVP (1) contains the standard exterior Helmholtz
problem given by Eqs. (b) and (e), and the Navier’s equation given by Eq. (a) gov-
erning the equilibrium of an elastic scatterer. These equations are coupled via the
transmission conditions given by Eqs. (c) and (d). The first one is a dynamic interface
condition whereas the second one is a kinematic interface condition [28].
This boundary value problem has been investigated mathematically and results per-
taining to the existence, uniqueness and regularity can be found in [28, 32, 27, 22, 6],
among others.

3. Main results. We consider the class of curvilinear polygonal-shaped domains
Ωs whose boundaries Γ are globally Lipschitz continuous, as illustrated in Figure 3.2.

More specifically, the boundary Γ is given by Γ =

M⋃
j=1

Γj , where Γj ; j = 1, . . . ,M , are

the M sides of the polygon Ωs ordered with j increasing and counterclockwise. The
jth side line Γj is assumed to be of class C1,1. We denote the vertices of the polygon
Ωs by Sj ; j = 1, . . . ,M , and we set SM+1 = S1, so that Γj is the curve or the straight
line joining the vertices Sj and Sj+1, as illustrated in Figure 3.2. Furthermore, we
assume that:

(H)

{
at each vertex Sj , the semi-tangents to Γj−1 and Γj

are neither parallel nor forming an angle of π.

Note that under assumption (H), the unit normal vector ν to Γ is well-defined and
Lipschitz continuous everywhere except at the vertices Sj and Sj + 1. We denote by
νj the unit normal vector to Γj and we assume the basis {τj , νj} to have the canonical
orientation, where τj is the unit tangent vector to Γj .

Remark 3.1. The following example illustrates the important role of assumption
(H) on the boundary Γ for defining the traces on a polygonal-shaped boundary.
Let g be a real-valued function given by:

g(x) =


0, −1

2
< x ≤ 0∫ x

0

dt

|ln t|1/2
, 0 ≤ x < 1

2
.

It is easy to verify that g is continuously differentiable on

(
−1

2
,

1

2

)
, and that g′(0) =

0. However, for any positive number α, g cannot be an element of C1,α.
Next, assume that, locally, g represents a curve Γ̃ of the boundary Γ of Ωs and consider
the function:

u(x, y) = y in Ωs.

Observe that u ∈ Hk in the neighborhood of the origin for all k. However, the trace
of u is not in H3/2(Γ̃). The latter being defined in the classical and standard intrinsic
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sense. Note that Γ̃ is composed of two curves generated by g in

(
−1

2
, 0

)
and

(
0,

1

2

)
respectively, and both curves are separately of class C2.
Given that, it is important to be very careful when considering the traces on Hs(Γ) for
s > 1 or s < −1 in the case of polygonal-shaped boundaries. Assumption (H) allows
to define such traces via a restriction to each side of the boundary and appropriate
connections at the end points.

Fig. 3.2. Illustration of a globally Lipschitz continuous polygonal-shaped domain.

The aim of this paper is to establish under assumption (H) the following theorem.

Theorem 3.2. Let (u′, p′) be the local derivative at θ = 0 in the direction h ∈
(C2(R2))2 of the solution (uθ, pθ) of the problem BVP (1). Then, (u′, p′) is the solution
of the boundary value problem:

BVP(2)



∇ · σ(u′) + ω2ρsu
′ = 0 in Ωs

∆p′ + k2p′ = 0 in Ωf

τ(u′) = −p′ν + F (u, p, h) on Γ

ω2ρfu
′ · ν =

∂p′

∂ν
+G(u, p, h) on Γ

lim
r→+∞

√
r

(
∂p′

∂r
− ikp′

)
= 0

where the functions F and G are given by:

F (u, p, h) = −ht∇σ(u)ν −∇pT · hν + σ(u)[h′]tν + pT [h′]tν,(3.7)

G(u, p, h) = −(ω2ρf∇u−∇(∇pT ))h · ν + (ω2ρfu−∇pT ) · [h′]tν,(3.8)

and pT = p+ pinc. The notation ht∇σ(u)ν stands for:

(3.9) ht∇σ(u)ν = [ht∇σl(u)ν]l=1,2,

where σl is the lth row of the matrix σ(u).
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Recall that the mapping θ → pθ,∞ is continuously Fréchet differentiable, at θ = 0
in the direction h ∈ (C2(R2))2, from (C1(R2))2 to (Cm(S1))2 (see Corollary 3.2 in [7] or
Remark III.3.2.1 in [14]). In addition, the following characterization of the derivative
of the far-field pattern (∂pθ,∞/∂θ)(0)h still holds (see [8]).

Corollary 3.3. Let p′∞ be the far-field pattern of the solution p′ of BVP (2),
and let (∂pθ,∞/∂θ)(0)h be the derivative at θ = 0 in the direction h ∈ (C2(R2))2 of
the far-field pattern pθ,∞ of the solution pθ of BVP (1). We have

∂pθ,∞
∂θ

(0)h = p′∞.

Remark 3.4. Establishing that p′ (resp. u′) satisfies the Helmholtz (resp. Navier)
equation in Ωf (resp. Ωs) does not pose any additional difficulties, as demonstrated
in Lemma 5.14. The only part of the proof of Theorem 3.2 that deserves a very careful
consideration is the construction of an appropriate mathematical framework in which
the transmission conditions in BVP (2) are well-defined because these conditions incur
higher-order derivatives of the elasto-acoustic scattered field (u, p) (see Eqs. (3.7)-
(3.8)). Giving sense to these derivatives in the case where the interface Γ is regular
enough (e.g. C2) is relatively straightforward, as demonstrated in Section 5.1. This
however is no longer the case for polygonal-shaped domains of class C0,1. For the
considered class of boundaries, the proof appears to be technical and requires an
analysis at a piecewise level, i.e., locally on Γj , as shown in Section 5.2. It relies on
the characterization of the spaces given by Eqs. (4.10) and (4.16) to give sense to the
traces of their functions via the surjectivity of the trace operators in Proposition 4.5
and 4.13 along with the density properties.

4. Auxiliary results. We specify in this section the adopted mathematical
framework for the elasto-acoustic scattered field (u, p) and we establish preliminary
trace results that are relevant to the proof of Theorem 3.2.

4.1. Mathematical framework for the pressure field and trace proper-
ties. Let D(∆,Ωf ) be the maximal domain of the Laplace operator ∆ in the fluid
domain Ωf . Hence, D(∆,Ωf ) is given by [19]:

(4.10) D(∆,Ωf ) = {q ∈ L2
loc(Ω

f ), ∆q ∈ L2
loc(Ω

f )}.

We also introduce the following Sobolev space:

(4.11) HD(Ωf ) = H2
loc(Ω

f ) ∩H1
0 (Ωf ).

Next, for j = 1, . . . ,M , we consider the following Sobolev space:

(4.12) HN
j (Ωf ) = {q ∈ H2

loc(Ω
f ),

∂q

∂ν
= 0 on Γ, q = 0 on Γl for l 6= j}.

In addition, for s = 1/2 or 3/2, we consider the following trace spaces:

H̃s(Γj) = {ϕ ∈ Hs(Γj); ϕ̃ ∈ Hs(Γ)(4.13)

where ϕ̃ = ϕ on Γj and ϕ̃ = 0 on Γ \ Γj}.

Similarly to the standard notations, the dual space of H̃s(Γj) is denoted by H̃−s(Γj),
and is equipped with the pairing product 〈·, ·〉∼,−s,s,Γj .
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The following trace results stated as a proposition are immediate consequences of
the results established by Grisvard in [19, 20] (see Theorem 1.5.3.4 p.54 and Theorem
1.5.3.6 p.57 in [19]) for polygonal domains of class C1,1. These results have been also
extended to Maxwell’s system but only for domains with strictly polygonal/polyhedral
boundaries in (see [2, 3, 4]).

Proposition 4.5. For j = 1, . . . ,M , the operators p 7→
(
p|Γj ,

∂p

∂νj
|Γj

)
, that are

well-defined on H2
loc(Ω

f ), can be extended to linear and continuous operators from

D(∆,Ωf ) into H̃−1/2(Γj)× H̃−3/2(Γj). Furthermore, for any p ∈ D(∆,Ωf ), we have
the following two properties:

(4.14)

∫
Ωf
p∆ϕdx−

∫
Ωf

∆pϕ dx =

M∑
j=1

〈p, ∂νjϕ〉∼,−1/2,1/2,Γj ; ∀ ϕ ∈ HD(Ωf ),

(4.15)∫
Ωf
p∆ψ dx−

∫
Ωf

∆pψ dx = −〈∂νjp, ψ〉∼,−3/2,3/2,Γj ; ∀ ψ ∈ HN
j (Ωf ); j = 1, . . . ,M.

Proof. Since Γ is a polygonal-shaped boundary satisfying (H), then Eq (4.14) is
a direct consequence of Lemmas 3.2 and 3.5 in [18]. To establish Eq (4.15), we first
observe that since ψ ∈ HN

j (Ωf ), then due to assumption (H) and the compatibility

conditions of the traces at the vertices, we necessarily have ψ ∈ H̃3/2(Γj). Therefore,
Eq (4.15) becomes an immediate consequence of the density result given by Theorem
1.1 and Lemma 2.3 in [18].

4.2. Mathematical framework for the displacement field and trace prop-
erties. Let σ be the stress tensor given by Eq. (2.2) and D(∇·σ,Ωs) be the maximal
domain of the operator ∇ · σ in the solid domain Ωs. Hence, D(∇ · σ,Ωs) is given by
[19]:

(4.16) D(∇ · σ,Ωs) = {v ∈ (L2(Ωs))2, ∇ · σ(v) ∈ (L2(Ωs))2}.

The next two lemmas state important properties of the space D(∇ · σ,Ωs).
Lemma 4.6. The space D(∇ · σ,Ωs) equipped with the scalar product:

(4.17) (u, v)∇·σ =

∫
Ωs
u · v dx+

∫
Ωs

(∇ · σ(u)) · (∇ · σ(v)) dx,

is a Hilbert space.

Proof. Since D(∇ · σ,Ωs) is a subspace of the Hilbert space (L2(Ωs))2, it is suffi-
cient to show that D(∇ · σ,Ωs) is closed. To this end, let (un) be a Cauchy sequence
in D(∇ · σ,Ωs). Then, (un) and (∇ · σ(un)) are also Cauchy sequences in (L2(Ωs))2.
Since (L2(Ωs))2 is complete, then there are u, g ∈ (L2(Ωs))2 such that un −→

n→+∞
u

and ∇ · σ(un) −→
n→+∞

g in (L2(Ωs))2. Consequently, for all ϕ ∈ (D(Ωs))2, we have:

〈∇ · σ(un), ϕ〉 = 〈un,∇ · σ(ϕ)〉 −→
n→+∞

〈u,∇ · σ(ϕ)〉 = 〈∇ · σ(u), ϕ〉 = 〈g, ϕ〉.

We conclude that ∇ · σ(u) = g ∈ (L2(Ωs))2, and thus u ∈ D(∇ · σ,Ωs).
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Lemma 4.7.
(
H2(Ωs)

)2
is dense in D(∇ · σ,Ωs) equipped with the graph norm

corresponding to the scalar product (·, ·)∇·σ given by Eq. (4.17).

Proof. We prove that
(
D(Ω

s
)
)2

⊂
(
H2(Ωs)

)2
is dense in D(∇ · σ,Ωs). To this

end, we consider a continuous linear form L defined on D(∇ · σ,Ωs).
Observe that, for u ∈ D(∇ · σ,Ωs), we have (u,∇ · σ(u)) ∈ (L2(Ωs))2 × (L2(Ωs))2.
Therefore, D(∇ · σ,Ωs) can be identified as a subspace V of (L2(Ωs))2 × (L2(Ωs))2.
Note that V is closed. Thus, using Hahn-Banach theorem (see Chapter IV, Section 5
in [41]), every linear continuous form on D(∇ · σ,Ωs) can be associated with a linear
form on V , that can be extended to a linear continuous form on (L2(Ωs))2×(L2(Ωs))2.
Consequently, L can be represented as follows:

(4.18) L(u) =

∫
Ωs
f · (∇ · σ(u)) dx+

∫
Ωs
g · u dx,

where f, g ∈ (L2(Ωs))2.
Assume that L(u) = 0 for all u ∈ (D(Ωs))2. Then, it follows that:

〈∇ · σ(f) + g, ϕ〉 = 0; ∀ ϕ ∈ (D(Ωs))2.

Therefore,

∇ · σ(f) + g = 0 in (D′(Ωs))2.(4.19)

Consequently, all we need to prove is that L vanishes on D(∇ · σ,Ωs). To this end,
we define F = f̃ and G = g̃ to be the extensions of f and g by zero outside Ωs. Let
U ∈ (D(R2))2 and u = U|Ωs . Then, we have:

(4.20) L(u) =

∫
Ωs
g · u dx+

∫
Ωs
f · ∇ · σ(u) dx =

∫
R2

G ·U dx+

∫
R2

F · (∇ · σ(U)) dx.

Since L vanishes on (D(Ωs))2, we necessarily have:∫
R2

G · P dx+

∫
R2

F · (∇ · σ(P )) dx = 0, ∀ P ∈ (D(R2))2,

that is,

∇ · σ(F ) +G = 0 in (D′(R2))2.

Hence, we obtain F ∈ (L2(Ωs))2 and ∇ ·σ(F ) = −G ∈ (L2(Ωs))2. It follows from the
regularity results of elliptic operators [15] that F ∈ (H2(R2))2.
In addition, it follows from Theorem 4.12 p.90 in [34] that f ∈ (H2

0 (Ωs))2. Conse-
quently, we have:

σ(f)ν = 0.

Using Eq. (4.19), we obtain:

∇ · σ(f) + g = 0 in (L2(Ωs))2.

Furthermore, there is a sequence (fn) ⊂ (D(Ωs))2 such that (see Theorem 4.12 p.90
in [34]):

fn −→
n→+∞

f in (H2(Ωs))2.



12 H. BARUCQ, R. DJELLOULI, E. ESTECAHANDY, M. MOUSSAOUI

Thus,

∇ · σ(fn) −→
n→+∞

∇ · σ(f) in (L2(Ωs))2.

Let u be in D(∇ · σ,Ωs). We then obtain:

L(u) = lim
n→+∞

∫
Ωs

(g · u+ fn · (∇ · σ(u))) dx

= lim
n→+∞

∫
Ωs

(g · u+ (∇ · σ(fn)) · u) dx

=

∫
Ωs

(g +∇ · σ(f)) · u dx

= 0.

This means that every linear continuous form on D(∇·σ,Ωs) that is zero on (D(Ωs))2

must vanish on D(∇ · σ,Ωs). This concludes the proof of Lemma 4.7.

Next, for j = 1, . . . ,M , we set by H̃s(Γj) = (H̃s(Γj))
2, where the trace space H̃s(Γj)

is given by Eq. (4.13). Similarly, we denote by H̃−s(Γj) its corresponding dual space,

i.e. H̃−s(Γj) = (H̃−s(Γj))
2. Moreover, we define the spaces HD

j (Ωs) and HN
j (Ωs) as

follows:

HD
j (Ωs) = {v ∈ (H2(Ωs) ∩H1

0 (Ωs))2, σ(v)ν|Γl = 0, ∀ l 6= j},(4.21)

HN
j (Ωs) = {v ∈ (H2(Ωs))2, σ(v)ν|Γ = 0, v|Γl = 0, ∀ l 6= j}.(4.22)

Next, we state two additional technical results that can also be of independent interest.
The first result is a standard result that is formulated as a lemma.

Lemma 4.8. Consider the open interval I = (a, b) where a and b are two arbitrary
real numbers with a < b. Let ϕ be a Lipschitz continuous function on I = [a, b]. Then,
the mapping f 7−→ ϕf is linear and continuous from Hs(I) into Hs(I) for 0 ≤ s ≤ 1.

The second result is a trace result that is formulated as a proposition.

Proposition 4.9. Let Ω be a polygonal-shaped domain satisfying assumption (H).
Then, the operator T 1 defined by:

T 1 : H2(Ω) ∩H1
0 (Ω) −→

M∏
j=1

H̃1/2(Γj) = P1

u 7−→ T 1u =

(
∂u

∂ν1
|Γ1
, . . . ,

∂u

∂νM
|ΓM

)t
is linear, continuous, and surjective. Moreover, T 1 admits a linear and continuous
operator R1 such that:

T 1 ◦R1 = IP1 .

Proof. The result in the case where Ω is a strictly polygonal-shaped domain is a
direct consequence of Theorem 1.1 and Lemma 3.5 in [18].
In the case of curvilinear polygons, we first transform the curvilinear edges into
straight lines and then we employ Lemma 4.8 to conclude.
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In the following, we present trace results on the displacement field. These results
do not appear to be standard and they may be of independent interest.

Proposition 4.10. For j = 1, . . . ,M , we have:
(i) The mapping γ0,j : u 7→ u|Γj is linear and continuous from HN

j (Ωs) into

H̃3/2(Γj). In addition, γ0,j admits a linear and continuous right inverse.
(ii) The mapping γσ,j : u 7→ σ(u)ν|Γj is linear and continuous from HD

j (Ωs) into

H̃1/2(Γj). In addition, γσ,j admits a linear and continuous right inverse.

Proof. The only property that deserves a special attention is part (ii). Indeed,
the proof of part (i) is to some extent straightforward. More specifically, for strictly
polygonal-shaped domains, property (i) is a direct consequence of Theorem 1.1 in [18].
For curvilinear polygons, the proof of (i) is similar to the one used for establishing
Proposition 4.9.
Next, we prove part (ii). We set:

(4.23) P2 = P1 × P1

where P1 is defined in Proposition 4.9. It follows from Proposition 4.9 and the tensor
product’s properties that:

(4.24) T 2 = T 1 ⊗
T 1 : W =

(
H2(Ω) ∩H1

0 (Ω)
)2 −→ P2

is linear, continuous, and surjective. In addition, T 2 admits a linear and continuous
right inverse, denoted by R2, i.e., T 2 ◦R2 = IP2 .
Let u = (u1, u2) ∈W and f given by:

(4.25) f = T 2(u).

Let S be the mapping such that:

(4.26) σ(u)ν|Γj = S(u)j ; j = 1, . . . ,M.

In the following, we prove that:

(4.27) S(u) ∈ P2,

and for j = 1, . . . ,M , there is an invertible 2×2 matrix Aj which satisfies the following
three properties:

(a)

(4.28) S(u)j = Aj(T
2u)j

(b)

(4.29) det Aj = µ(λ+ 2µ)

that is the determinant of Aj does not depend on the curvature of Γj .
(c) The entries of Aj are Lipschitz continuous.

We first prove Eq (4.27). For j = 1, . . . ,M , consider the line segment Γj . At any point
x ∈ Γj , we denote by τ = (τ1, τ2)t (resp. ν = (ν1, ν2)t) the unit tangent (normal)
vector to Γj (we omit here to use the subscript j for simplicity purposes). Recall that
the basis {τ, ν} has the canonical orientation. Hence,

(4.30) ν1 = −τ2 and ν2 = τ1.
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Using Eq (4.30), one can easily verify that for u ∈
(
H2(Ω) ∩H1

0 (Ω)
)2

, we have:∂u∂τ∂u
∂ν

 = B

∂u∂x∂u
∂y

 ,(4.31)

where B is a 2× 2 matrix given by:

B =

(
ν2 −ν1

ν1 ν2

)
.(4.32)

Hence, B is invertible (det B = 1) and we have:

(4.33)


∂u

∂x
= ν2

∂u

∂τ
+ ν1

∂u

∂ν
∂u

∂y
= −ν1

∂u

∂τ
+ ν2

∂u

∂ν
.

Since u ∈
(
H1

0 (Ω)
)2

, it follows from Eq. (4.33) that:

(4.34)


∂u

∂x
= ν1

∂u

∂ν
∂u

∂y
= ν2

∂u

∂ν
.

Therefore,

∂u

∂x
,
∂u

∂y
∈ H̃1/2(Γj); j = 1, . . . ,M.

Consequently,

εij , σij ∈ H̃1/2(Γj); j = 1, . . . ,M.

Next, we determine the matrix Aj . To this end, we express σ(u)ν in terms of
∂u

∂ν
.

For j = 1, . . . ,M , we have:

σ(u)ν = Aj
∂u

∂ν
on Γj ,

where

Aj =

(
µ+ (λ+ µ)ν2

1 (λ+ µ)ν1ν2

(λ+ µ)ν1ν2 µ+ (λ+ µ)ν2
2

)
.

Since Γj is C1,1, then ν1 and ν2 are Lipschitz continuous. Therefore, ν2
1 , ν2

2 and ν1ν2

are also Lipschitz continuous on Γj .
Furthermore, since ν2

1 + ν2
2 = 1, then it is easy to verify that:

det Aj = µ(λ+ 2µ); j = 1, . . . ,M,

that is the determinant of Aj does not depend on the curvature of Γj . Hence, Aj is

an isomorphism on
(
H̃1/2(Γj)

)2

which ensures the surjectivity of the mapping.
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Remark 4.11. Observe that we can characterize explicitly the right inverse of T 2.
Indeed, we have:

Rσ = R2
M⊗
j=1

A−1
j ,

where, for f j ∈
(
H̃1/2(Γj)

)2

, we have:(
M⊗
j=1

A−1
j

)(
f1, . . . , fM

)t
=
(
A−1

1 f1, . . . , A−1
M fM

)t
and R2 is the extension mapping of the normal derivatives given by the Corollary of
Theorem 1.1 and Lemma 3.5 for s = 0 in [18].

Next, we construct two lifting operators for the trace mappings γ0,j and γσ,j , respec-
tively. These operators are needed to prove Proposition 4.13

Lemma 4.12. For j = 1, . . . ,M , there are two positive constants C0 and C1, that
depend on Γj only, such that:

(i) For ζ ∈ H̃3/2(Γj), there is ϕ ∈ HN
j (Ωs) such that γ0,j(ϕ) = ζ and

‖ϕ‖H2(Ωs) ≤ C0‖ζ‖H̃3/2(Γj)
.

(ii) For ξ ∈ H̃1/2(Γj), there is ψ ∈ HD
j (Ωs) such that γσ,j(ψ) = ξ and

‖ψ‖H2(Ωs) ≤ C1‖ξ‖H̃1/2(Γj)
.

Proof. First, we prove part (i). Let j ∈ {1, . . . ,M}. We already know (see Propo-
sition 4.10) that the mapping γ0,j : u 7→ u|Γj is linear, continuous, and surjective from

HN
j (Ωs) to H̃3/2(Γj). In addition, its nullspace is (H2

0 (Ωs))2. Therefore, γ0,j is linear,

continuous, and bijective from HN
j (Ωs)/(H2

0 (Ωs))2 into H̃3/2(Γj). The open mapping
theorem (see Theorem 6.6 in [41]) allows to conclude that γ0,j is an isomorphism

from HN
j (Ωs)/(H2

0 (Ωs))2 to H̃3/2(Γj). Therefore, there is a positive constant C0,

that depends on Γj only, such that, for any ζ ∈ H̃3/2(Γj), there is ϕ ∈ HN
j (Ωs) that

satisfies:

‖ϕ‖H2(Ωs) ≤ C0‖ζ‖H̃3/2(Γj)
,

which concludes the proof of part (i).
Next, we prove property (ii) of Lemma 4.12. We already know (see Proposition 4.10)
that, for j ∈ {1, . . . ,M}, the mapping γσ,j : u 7→ σ(u)ν|Γj is linear, continuous,

and surjective from HD
j (Ωs) into H̃1/2(Γj). In addition, its nullspace is (H2

0 (Ωs))2.

Therefore, γσ,j is linear, continuous, and bijective from HD
j (Ωs)/(H2

0 (Ωs))2 into

H̃1/2(Γj). It follows from the open mapping theorem (see Theorem 6.6 in [41]) that the

trace of the traction field is an isomorphism from H̃1/2(Γj))/(H
2
0 (Ωs))2 to H̃1/2(Γj).

Hence, there is a positive constant C1, that depends on Γj only, such that, for any

ξ ∈ H̃1/2(Γj), there is ϕ ∈ HD
j (Ωs) which satisfies:

‖ψ‖H2(Ωs) ≤ C1‖ξ‖H̃1/2(Γj)
.
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The following results formulated as a proposition extend the trace properties stated
in Proposition 4.10 to the space D(∇·σ,Ωs). This proposition provides key results for
proving that the expressions given by Eqs. (3.7)-(3.8) are well-defined. We must point
out that, since the boundary Γ is assumed to be a Lipschitz continuous polygonal-
shaped boundary, it is not possible to prove Proposition 4.13 by using the standard
approach based on the duality and the density arguments [34, 19, 20].

Proposition 4.13. For j = 1, . . . ,M , we have:
(i) The mapping γ0,j : u 7→ u|Γj is linear and continuous from D(∇ · σ,Ωs) to

H̃−1/2(Γj).
(ii) The mapping γσ,j : u 7→ σ(u)ν|Γj is linear and continuous from D(∇ · σ,Ωs)

to H̃−3/2(Γj).
(ii) For u ∈ D(∇ · σ,Ωs), we have:

(4.35)∫
Ωs
u∇·σ(ϕ) dx−

∫
Ωs
∇·σ(u)ϕdx = 〈u, σ(ϕ)νj〉∼,−1/2,1/2,Γj ; ∀ ϕ ∈ HD

j (Ωs).

(4.36)∫
Ωs
u∇·σ(ψ) dx−

∫
Ωs
∇·σ(u)ψ dx = −〈σ(u)νj , ψ〉∼,−3/2,3/2,Γj ; ∀ ψ ∈ HN

j (Ωs).

Proof. We use the lifting operators introduced in Lemma 4.12 along with the
density results stated in Lemma 4.7 to establish Proposition 4.13. Note that our ap-
proach in the proposed proof follows the ideas in [2, 3, 4] to establish similar results
in the case of the Laplace operator.

First, we prove the result for the trace operator γ0,j given in part (i) of Proposi-
tion 4.13. Let (u, v) be in (H2(Ωs))2 × HD

j (Ωs). It follows from Green-Riemann
formula that:∫

Γj

u · σ(v)ν ds =

∫
Ωs
u · (∇ · σ(v)) dx+

∫
Ωs
∇u : ∇v dx

=

∫
Ωs
u · (∇ · σ(v)) dx−

∫
Ωs

(∇ · σ(u)) · v dx+

∫
Γ

σ(u)ν · v ds

=

∫
Ωs
u · (∇ · σ(v)) dx−

∫
Ωs

(∇ · σ(u)) · v dx.

Therefore, we have: ∣∣∣∣∣
∫

Γj

u · σ(v)ν ds

∣∣∣∣∣ ≤ ‖u‖∇·σ‖v‖∇·σ
≤ ‖u‖∇·σ‖v‖(H2(Ωs))2 .

Using the lifting operator introduced in Lemma 4.12 (see property (ii)), we conclude
that there is a positive constant C1 (that depends on Γj only) such that, for ξ =

γσ,j(v) ∈ H̃1/2(Γj): ∣∣∣∣∣
∫

Γj

uξ ds

∣∣∣∣∣ ≤ C1‖v‖∇·σ‖ξ‖H̃1/2(Γj)
.



FRÉCHET DERIVATIVE FOR A FLUID-STRUCTURE SCATTERING PROBLEM. 17

Recall that the norm of the dual space H̃−1/2(Γj) of H̃1/2(Γj) is given by:

‖ψ‖H̃−1/2(Γj)
= sup
ξ∈H̃1/2(Γj),‖ξ‖H̃1/2(Γj)

=1

〈ψ, ξ〉∼,−1/2,1/2,Γj .

Hence, we have:

‖u‖H̃−1/2(Γj)
≤ C1‖u‖∇·σ.

Consequently, the linear operator γ0,j is continuous from (H2(Ωs))2, equipped with

the norm ‖ · ‖∇·σ into H̃−1/2(Γj).
Moreover, (H2(Ωs))2 is dense in D(∇ · σ,Ωs) (see Lemma 4.7). Therefore, we can
use Hahn-Banach theorem (see Chapter IV, Section 5 in [41]) when applied to the
extension of linear and continuous forms on a subspace [39]. We conclude that the
trace mapping γ0,j can be extended by continuity to a linear continuous operator from

D(∇ · σ,Ωs) into H̃−1/2(Γj).

Second, we prove the result for the traction field operator. Let (u, v) be in (H2(Ωs))2×
HN
j (Ωs). We apply the standard integration by parts formula and obtain:∫

Γj

σ(u)ν · v ds =

∫
Ωs

(∇ · σ(u)) · v dx+

∫
Ωs
∇u : ∇v dx

=

∫
Ωs

(∇ · σ(u)) · v dx−
∫

Ωs
u · (∇ · σ(v)) dx+

∫
Γ

u · σ(v)ν ds

=

∫
Ωs

(∇ · σ(u)) · v dx−
∫

Ωs
u · (∇ · σ(v)) dx.

It follows that: ∣∣∣∣∣
∫

Γj

σ(u)ν · v ds

∣∣∣∣∣ ≤ ‖u‖∇·σ‖v‖∇·σ
≤ ‖u‖∇·σ‖v‖(H2(Ωs))2 .

We can then use the lifting operator introduced in Lemma 4.12 (see property (i)) for
the trace operator γ0,j . Hence, there is a positive constant C0 (that depends on Γj
only) such that, for ζ = γ0,j(v) ∈ H̃3/2(Γj), we have:∣∣∣∣∣

∫
Γj

σ(u)ν · ζ ds

∣∣∣∣∣ ≤ C0‖u‖∇·σ‖ζ‖H̃3/2(Γj)
.

Since the dual space H̃−3/2(Γj) is equipped with the following dual norm:

‖ϕ‖H̃−3/2(Γj)
= sup
ζ∈H̃3/2(Γj),‖ζ‖H̃3/2(Γj)

=1

〈ϕ, ζ〉∼,−3/2,3/2,Γj ,

we deduce that:

‖σ(u)ν‖H̃−3/2(Γj)
≤ C0‖u‖∇·σ.

We conclude that the linear operator γσ,j is continuous from ((H2(Ωs))2, ‖ · ‖∇·σ)

into (H̃−3/2(Γj), ‖ · ‖H̃−3/2(Γj)
). Finally, since (H2(Ωs))2 is dense in D(∇ · σ,Ωs) (see
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Lemma 4.7), we can apply the Hahn-Banach theorem (see Chapter IV, Section 5 in
[41]). Hence, the mapping γσ,j can thus be extended to a linear and continuous oper-

ator from D(∇ · σ,Ωs) into H̃−3/2(Γj).

The Green formulae given by (iii) are then easily derived as immediate consequences
of (i) and (ii).

5. Proof of Theorem 3.2. This section is devoted to the proof of Theorem 3.2.
To this end, we first establish that u′ satisfies the first equation of BVP (2) and p′

satisfies the second and last equations of BVP (2).

Lemma 5.14. Let (p′, u′) be the local derivative of the elasto-acoustic field (p, u)
at θ = 0 in the direction h ∈ (C2(R2))2. Then, (p′, u′) satisfies the following:

∆p′ + k2p′ = 0 in Ωf ,(5.37)

∇ · σ(u′) + ω2ρsu
′ = 0 in Ωs,(5.38)

and

(5.39) lim
r→+∞

√
r

(
∂p′

∂r
− i

ω

ρf
p′
)

= 0.

Proof. We only establish Eq. (5.38) since the proofs for Eq. (5.37) and Eq. (5.39)
can be found in reference [12] where only the exterior Helmholtz problem was consid-
ered and assuming Γ to be Lipschitz continuous. We set:

(5.40) B = ∇ · σ + ω2ρsI,

and

(5.41) φθ = Buθ.

Note that:

(5.42) φ0 = Bu,

where u is the solution of the elasto-acoustic scattering problem BVP (1) for θ = 0.
Since the elastic scattered field uθ satisfies the elastodynamics equation given by
Eq. (a) in BVP (1), we have:

(5.43) φθ = 0 in Ωsθ,

which can be re-written in the reference domain Ωs as follows:

(5.44) φθ ◦ (I + θ) = 0 in Ωs.

On the other hand, B is a linear and continuous operator from (H1(Ωs))2 into
(D′(Ωs))2. Hence, B is differentiable –at least– in the distribution sense, that is,
v 7→ 〈Bv, ϕ〉 is differentiable for each ϕ ∈ D(Ωs), and we have:

(5.45)
∂B

∂v
= B.

Furthermore, the mappings θ 7→ uθ ◦ (I + θ) and θ 7→ uθ are differentiable [7, 14].
Therefore, θ 7→ φθ ◦ (I + θ) and θ 7→ φθ are continuously Fréchet differentiable,
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and locally continuously Fréchet differentiable –at least– in the distribution sense at
θ = 0 in the direction h ∈ (C2(R2))2. Consequently, for an admissible perturbation
θ ∈ (C1(R2))2 in a neighborhood of zero, we obtain:

(5.46)
∂φθ
∂θ

(0)h =
∂

∂θ
(φθ ◦ (I + θ))(0)h−∇φ(0)h in Ωs.

In addition, using Eq. (5.42), we obtain:

(5.47) ∇φ(0) = ∇(Bu) = 0 in Ωs.

Moreover, we deduce from substituting Eq. (5.44) into Eq. (5.46) that:

(5.48)
∂φθ
∂θ

(0)h =
∂B

∂u

∂uθ
∂θ

(0)h = 0 in Ωs.

Finally, we deduce from Eq. (5.40), Eq. (5.45) and Eq. (5.48) that:

∇ · σ(u′) + ω2ρsu
′ = 0 in Ωs,(5.49)

which proves Eq. (5.38).

To establish the boundary conditions stated in Theorem 3.2, we proceed in two steps.
In Step 1, we derive these conditions assuming the boundary Γ to be regular enough
(Ck, k ≥ 2). In Step 2, we prove that the obtained transmission conditions are
well-defined when Γ is assumed to be a polygonal-shaped boundary of class Lipschitz
continuous (C0,1).

5.1. Derivation of the transmission conditions for regular boundaries.
We assume in this section that the boundary Γ is regular enough (Ck, k ≥ 2).
The following result pertains to the derivation of the first transmission condition (see
Eq. (c) in BVP (2)).

Proposition 5.15. Let (u, p) be the solution of BVP (1) and (u′, p′) its corre-
sponding local derivative at θ = 0 in the direction h ∈ (C2(R2))2. Then, (u′, p′)
satisfies the following boundary equation:

(5.50) τ(u′) = −p′ν + F (u, p, h) on Γ a.e.,

where F is given by Eq. (3.7).

Proof. Let θ be an admissible perturbation in (C1(R2))2. Then, it follows from
Eq. (c) of BVP (1) that:

(5.51) (σ(uθ) + pθ + g)νθ = 0 on Γθ a.e. .

We set:

(5.52) φθ = σ(uθ) + pθ + g.

Hence, it follows from Eq. (5.51) and Eq. (5.52) that:

(5.53) φθνθ = 0 on Γθ a.e. ,

which can be re-written on the reference boundary Γ as follows:

(5.54) φθ ◦ (I + θ)νθ ◦ (I + θ) = 0 on Γ a.e. .
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Furthermore (see [33], Lemma 4.8), we have:

(5.55) νθ ◦ (I + θ) =
1

‖J(θ)ν‖2
J(θ)ν on Γ a.e.,

where

(5.56) J(θ) = [(I + θ)′]−t in R2.

Observe that:

(5.57) J(0) = I.

Substituting Eq. (5.55) and Eq. (5.56) into Eq. (5.54) leads to:

(5.58) φθ ◦ (I + θ)J(θ)ν = 0 on Γ a.e. .

Next, we evaluate the Fréchet derivative of Eq. (5.58) with respect to θ. To this
end, we extend Eq. (5.58) to an open set D containing Γθ. Let the extension of the
unit normal vector ν into (L∞(R2))2 be still denoted by ν. Likewise, the transported
solution (uθ ◦ (I + θ), pθ ◦ (I + θ)) is extended into the whole D and the extension is
also denoted by (uθ ◦ (I + θ), pθ ◦ (I + θ)).
We consider the following auxiliary function ϕθ defined in the domain D by:

(5.59) ϕθ = φθ ◦ (I + θ)J(θ)ν in D a.e. .

Note that ϕθ satisfies:

(5.60) ϕθ = 0 on Γ a.e. .

Observe that the mappings θ 7→ pθ ◦ (I + θ) and θ 7→ uθ ◦ (I + θ) are differentiable
at θ = 0 in the direction h ∈ (C2(R2))2 [7, 14]. In addition, since (a) θ 7→ g ◦ (I + θ)
is differentiable, and (b) the stress tensor operator σ is linear and continuous, then it
follows that θ 7→ φθ is differentiable –at least– in the distribution sense at θ = 0 in
the direction h ∈ (C2(R2))2.
Furthermore, the mapping θ 7→ J(θ) is differentiable at θ = 0 in the direction h ∈
(C2(R2))2 from (C1(R2))2 into (C1(R2))2, and we have (see Eq.(44) in [12]),

(5.61)
∂J(θ)

∂θ
(0)h = −[h′]t.

Consequently, the mapping θ 7→ ϕθ is differentiable –at least– in the distribution sense
at θ = 0 in the direction h ∈ (C2(R2))2. Next, we evaluate its local derivative with
respect to θ. We proceed by evaluating the derivative of each term of ϕθ. We have:

∂

∂θ
(pθ ◦ (I + θ)J(θ)ν) (0)h =

∂

∂θ
(pθ ◦ (I + θ)) (0)hJ(0)ν

+ pθ ◦ (I + θ)|θ=0

∂J(θ)

∂θ
(0)hν.(5.62)

Moreover, it follows from applying the chain rule that:

(5.63)
∂

∂θ
(pθ ◦ (I + θ))(0)h =

∂pθ
∂θ

(0)h+∇pθ(0) · h.
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Consequently, it follows from substituting Eqs. (5.63), (5.61) and (5.57) into Eq. (5.62)
that:

∂

∂θ
(pθ ◦ (I + θ)J(θ)ν) (0)h =

(
∂pθ
∂θ

(0)h+∇pθ(0) · h
)
ν − p[h′]tν,

that is:

(5.64)
∂

∂θ
(pθ ◦ (I + θ)J(θ)ν) (0)h = (p′ +∇p · h) ν − p[h′]tν.

Similarly, we have:

(5.65)
∂

∂θ
(g ◦ (I + θ)J(θ)ν) (0)h = ∇g · hν − g[h′]tν.

On the other hand, the computation of
∂

∂θ
(σ(uθ)◦(I+θ)J(θ)ν)(0)h deserves a special

attention due to the presence of the stress tensor σ. Indeed, we evaluate this local
derivative by considering each tensor coordinate. More specifically, let σl(uθ) be the
lth row vector of the matrix σ(uθ), l = 1, 2. Then, we have:

(5.66)
∂

∂θ
(σ(uθ) ◦ (I + θ)J(θ)ν) (0)h =

[
∂

∂θ
(σl(uθ) ◦ (I + θ)J(θ)ν) (0)h

]
1≤l≤2

.

On the other hand, we have:

∂

∂θ
(σl(uθ) ◦ (I + θ)J(θ)ν) (0)h

=
∂

∂θ
(σl(uθ) ◦ (I + θ)) (0)hJ(0)ν + σl(uθ) ◦ (I + θ)|θ=0

∂J(θ)

∂θ
(0)hν ; l = 1, 2.

Moreover, applying the chain rule to each entry σlm(u) of the row vector σl(u), as in
Eq. (5.63), leads to:

∂

∂θ
(σl(uθ) ◦ (I + θ)) (0)h

=

[
∂

∂θ
(σlm(uθ) ◦ (I + θ)) (0)h

]
1≤m≤2

=

[
∂σlm(uθ)

∂θ
(0)h+ h · ∇σlm(uθ)(0)

]
1≤m≤2

=

[
σlm

(
∂uθ
∂θ

(0)h

)
+ ht∇σlm(u)

]
1≤m≤2

.

Let ∇σl(u) be the Jacobian matrix defined by:

∇σl(u) = [∇σl(u)jm]1≤j,m≤2 =

[
∂σlm(u)

∂xj

]
1≤j,m≤2

.

Thus, we have:

∂

∂θ
(σl(uθ) ◦ (I + θ)J(θ)ν) (0)h

=

(
σl

(
∂uθ
∂θ

(0)h

)
+ ht∇σl(u)

)
ν − σl(u)[h′]tν.
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Consequently, we obtain:

∂

∂θ
(σl(uθ) ◦ (I + θ)J(θ)ν) (0)h =

(
σl(u

′) + ht∇σl(u)
)
ν − σl(u)[h′]tν ; 1 ≤ l ≤ 2.

Using the notation:

(5.67) ht∇σ(u) :=
[
ht∇σl(u)

]
1≤l≤2

,

we deduce that:

(5.68)
∂

∂θ
(σ(uθ) ◦ (I + θ)J(θ)ν) (0)h =

(
σ(u′) + ht∇σ(u)

)
ν − σ(u)[h′]tν.

Note that:

(5.69) ht∇σ(u)ν =

[
2∑

m=1

ht∇σlm(u)νm

]
1≤l≤2

.

Therefore, it follows from Eqs. (5.60), (5.64), (5.65), (5.68), and (5.69) that:

∂ϕθ
∂θ

(0)h = σ(u′)ν + ht∇σ(u)ν − σ(u)[h′]tν +

p′ν +∇p · hν − p[h′]tν +∇g · hν − g[h′]tν in D.(5.70)

Since the boundary Γ is assumed to be regular enough (Ck, k ≥ 2), each term in
Eq. (5.70) is well-defined on Γ. Then, it follows from both equations (5.59) and (5.58)
that:

σ(u′)ν + ht∇σ(u)ν − σ(u)[h′]tν +

p′ν +∇p · hν − p[h′]tν +∇g · hν − g[h′]tν = 0 on Γ.(5.71)

Eq. (5.71) can be re-written as follows:

(5.72) τ(u′) = −p′ν − ht∇σ(u)ν + σ(u)[h′]tν −∇pT · hν + pT [h′]tν,

which concludes the proof of Proposition 5.15.

Next, we derive the second transmission condition given by Eq. (d) in BVP (2).
The result is stated in the following proposition.

Proposition 5.16. Let (u, p) be the solution of BVP (1) and (u′, p′) its corre-
sponding local derivative at θ = 0 in the direction h ∈ (C2(R2))2. Then, (u′, p′)
satisfies the following boundary equation:

(5.73) ω2ρfu
′ · ν =

∂p′

∂ν
+G(u, p, h) on Γ a.e.,

where G is given by Eq. (3.8).

Proof. Let θ be an admissible perturbation in (C1(R2))2. We set:

(5.74) ψθ = ω2ρfuθ −∇pθ −∇g.

Then, it follows from Eq. (d) in BVP (1) that we have:

(5.75) ψθ · νθ = 0 on Γθ a.e. .
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We re-write Eq. (5.75) on the reference boundary Γ and obtain:

(5.76) ψθ ◦ (I + θ) · νθ ◦ (I + θ) = 0 on Γ a.e. .

Eqs. (5.76) and (5.55) allow to conclude that:

(5.77) ψθ ◦ (I + θ) · J(θ)ν = 0 on Γ a.e. .

Next, we extend Eq. (5.77) to an open set D containing Γθ. Similarly to the proof of
Proposition 5.15, ν denotes an extension of the unit normal vector ν into (L∞(R2))2,
and the transported solution in the whole D is also denoted by (pθ◦(I+θ), uθ◦(I+θ)).
We are then able to introduce the auxiliary function Ψθ defined on D as follows:

(5.78) Ψθ = ψθ ◦ (I + θ) · J(θ)ν in D.

Observe that:

(5.79) Ψθ = 0 on Γ a.e. .

Furthermore, the mappings θ 7→ pθ ◦ (I + θ) and θ 7→ uθ ◦ (I + θ) are differentiable
at θ = 0 [7, 14]. Since θ 7→ g ◦ (I + θ) is also differentiable and ∇ is a linear and
continuous operator, it follows that θ 7→ ψθ ◦ (I + θ) is differentiable –at least– in the
distribution sense at θ = 0 in the direction h ∈ (C2(R2))2.
Let ψlθ denote the lth coordinate of the column vector ψθ, where l = 1, 2. Then , it
follows from applying the chain rule to a scalar function that [33]:

∂

∂θ
(ψθ ◦ (I + θ))(0)h(5.80)

=

[
∂

∂θ
(ψlθ ◦ (I + θ))(0)h

]
1≤l≤2

=

[
∂ψlθ
∂θ

(0)h+∇ψlθ(0)h

]
1≤l≤2

=
∂ψθ
∂θ

(0)h+∇ψθ(0)h.

We are now ready to differentiate the function Ψθ given by Eq. (5.78) with respect to
θ. Using the chain rule and Eq. (5.61), we have:

∂Ψθ
∂θ

(0)h =
∂

∂θ
(ψθ ◦ (I + θ))(0)h · J(θ)|θ=0

ν +

ψθ ◦ (I + θ)|θ=0
· ∂J(θ)

∂θ
(0)hν in D.(5.81)

It follows from substituting Eq. (5.61) and Eq. (5.80) into Eq. (5.81) that:

(5.82)
∂Ψθ
∂θ

(0)h =

(
∂ψθ
∂θ

(0)h+∇ψθ(0)h

)
· J(0)ν − ψθ(0) · [h′]tν in D.

Using Eq. (5.57) and Eq. (5.74), we obtain that:

(5.83) ∇ψθ(0) = ω2ρf∇u−∇(∇p)−∇(∇g).
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where the gradient of the vector field u is given by:

(5.84) ∇u = [∇ulj ]1≤j,l≤2 =

[
∂ul
∂xj

]
1≤j,l≤2

.

Furthermore, we also have:

∂ψθ
∂θ

(0)h = ω2ρf
∂uθ
∂θ

(0)h−∇
(
∂pθ
∂θ

(0)h

)
−∇

(
∂g

∂θ
(0)h

)
.

Hence,

(5.85)
∂ψθ
∂θ

(0)h = ω2ρfu
′ −∇p′.

From Eq. (5.82) to Eq. (5.85), we deduce that:

∂Ψθ
∂θ

(0)h = (ω2ρfu
′ −∇p′) · ν + ω2ρf∇uh · ν −

∇(∇p)h · ν −∇(∇g)h · ν −
(ω2ρfu−∇p−∇g) · [h′]tν in D.(5.86)

Since Γ is Ck, k ≥ 2, then we obtain from Eq. (5.79) and Eq. (5.86) that:

(ω2ρfu
′ −∇p′) · ν + ω2ρf∇uh · ν −

∇(∇p)h · ν −∇(∇g)h · ν −
(ω2ρfu−∇p−∇g) · [h′]tν = 0 in Γ,

which concludes the proof of Lemma. 5.16.

Note that the proofs of Proposition 5.15 and Proposition 5.16 rely on the fact

that
∂ϕθ
∂θ

(0)h and
∂Ψθ
∂θ

(0)h are well-defined. This can be easily verified in the case

where Γ is regular enough, i.e., Ck, k ≥ 2. The case where Γ is assumed to be only a
Lipschitz continuous polygonal-shaped boundary needs more careful considerations,
as demonstrated in the following.

5.2. Extension to Lipschitz polygonal-shaped boundaries. The goal here
is to prove that the transmission boundary conditions given by Eq. (5.50) and Eq. (5.73)
are well-defined in the case where Γ is assumed to be a Lipschitz continuous polygonal-
shaped boundary. To this end, we proceed by analyzing separately each term of the
functions F and G given by Eqs. (3.7)-(3.8).
The following two properties are direct consequences of the classical trace theorems
applied to the solution (u, p) of the direct problem BVP (1) for θ = 0.

Property 5.17. Let (u, p) be the solution of BVP (1) for θ = 0 and h ∈ C2(R2).
Then, we have:

i. p[h′]tν|Γ ∈ (L2(Γ))2.

ii. u · [h′]tν|Γ ∈ L2(Γ),
where [h′]t is the transpose Jacobian matrix of h.

Proof. First, we prove property i. First, recall that p ∈ H3/2
loc (Ωf ) [26, 38]. Note

that this result is an immediate consequence of Jerison-Kenig Lemma [26]. Then, we
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have p|Γ ∈ H1/2(Γ). Moreover, because h ∈ (C2(R2))2, each entry of its Jacobian
matrix [h′] is continuous. Since ν|Γ ∈ (L∞(Γ))2, the vector [h′]tν|Γ defines a vector
of (L∞(Γ))2, which is a multiplier of L2(Γ). Hence, we must have p[h′]tν|Γ ∈ (L2(Γ))2.

Next, we prove property ii. Since u ∈ (H3/2(Ωs))2, then u|Γ ∈ (H1/2(Γ))2. In
addition, we have shown in the proof of property i that [h′]tν|Γ ∈ (L∞(Γ))2. Then,

we deduce that u · [h′]tν|Γ ∈ L2(Γ).

The next properties result from Proposition 4.5 and Proposition 4.13.

Property 5.18. Let (u, p) be the solution of BVP (1) for θ = 0 and (u′, p′)
its corresponding Fréchet derivative at θ = 0 in the direction h ∈ (C2(R2))2. For
j = 1, . . . ,M , we have:

i. p′ν|Γj ∈ H̃−1/2(Γj) .

ii. σ(u′)ν|Γj ∈ H̃−3/2(Γj).

iii.
∂p′

∂ν
|Γj ∈ H̃−3/2(Γj).

iv. u′ · ν|Γj ∈ H̃−1/2(Γj).

Proof. First, we prove property i. Since p ∈ H
3/2
loc (Ωf ), then p′ ∈ H

1/2
loc (Ωf )

[33, 40, 23]. Moreover, since p′ satisfies the Helmholtz equation (5.37), then we
have p′ ∈ D(∆,Ωf ). Consequently, we can apply Proposition 4.5 and conclude that
p′|Γj ∈ H̃

−1/2(Γj). Additionally, we know that ν is locally regular. Hence, we neces-

sarily have p′ν|Γj ∈ H̃−1/2(Γj).

Next, we prove property ii. Since u ∈ (H3/2(Ωs))2, then u′ ∈ (H1/2(Ωs))2. On the
other hand, u′ also satisfies Eq. (5.38). Therefore, u′ ∈ D(∇ · σ,Ωs). Consequently,
we can apply Proposition 4.13 and conclude that σ(u′)ν|Γj ∈ H̃−3/2(Γj).

property iii is a corollary of Proposition 4.5.

Finally, we prove property iv. From Proposition 4.13, we have: u′|Γj ∈ H̃−1/2(Γj).

Moreover, since ν is regular on Γj , then we must have that u′ · ν|Γj ∈ H̃−1/2(Γj).

Next, we use again Proposition 4.5 and Proposition 4.13 to show that (∇p · hν)|Γ,
(∇p · [h′]tν)|Γ, (∇uh ·ν)|Γ, and σ(u)[h′]tν|Γ are well-defined. To this end, for simplicity

purposes, we denote by ∂ one of the partial derivatives
∂

∂xj
, 1 ≤ j ≤ 2. Moreover, we

denote by (H̃−1/2(Γj))
2×2 the space of square matrices of order 2 whose entries are

in H̃−1/2(Γj).

Property 5.19. Let (u, p) be the solution of BVP (1) for θ = 0. Then, for
j = 1, . . . ,M , we have:

i. ∇p · hν|Γj ∈ H̃−1/2(Γj).

ii. ∇p · [h′]tν|Γj ∈ H̃
−1/2(Γj).

iii. ∇uh · ν|Γj ∈ H̃−1/2(Γj).
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iv. σ(u)[h′]tν|Γj ∈ H̃−1/2(Γj).

Proof. First, we prove property i. Since p satisfies the Helmholtz equation given
by Eq. (b) in BVP (1) and using the fact that the partial derivatives of p commute
with the Laplace operator, then we have:

(5.87) ∆(∂p) + k2∂p = 0.

Observe that ∂p is in H
1/2
loc (Ωf ) because p ∈ H3/2

loc (Ωf ). Thus, using Eq. (5.87), we

have ∂p ∈ D(∆,Ωf ). Hence, Proposition 4.5 ensures that ∂p|Γj ∈ H̃−1/2(Γj), and

therefore∇p|Γj ∈ H̃−1/2(Γj). Using the fact that the direction h ∈ (C2(R2))2, ∇p·h|Γj
remains in H̃−1/2(Γj). Then, since ν is locally regular, ∇p · hν|Γj is also in H̃−1/2(Γj).

Second, we prove property ii. We have shown in proof of property i that ∇p|Γj ∈
H̃−1/2(Γj). Moreover, observe that each entry of [h′] is in C1(R2). Hence, using the

fact that ν is locally regular, we deduce that ∇p · [h′]tνj |Γj is also in H̃−1/2(Γj).

Third, we prove property iii. It follows from the fact that (a) u satisfies the Navier
equation given by Eq. (a) in BVP (1), and (b) the partial derivatives of u commute
with the elastodynamics operator, that:

(5.88) ∇ · σ(∂u) + ω2ρs∂u = 0.

Since ∂u ∈ (H1/2(Ωs))2, then it follows from Eq. (5.88) that ∂u ∈ D(∇ · σ,Ωs).
Hence, it follows from Proposition 4.13 that ∂u|Γj ∈ H̃−1/2(Γj), and therefore∇u|Γj ∈
(H̃−1/2(Γj))

2×2. Using the fact that h ∈ (C2(R2))2 and ν is locally regular, we deduce

that ∇uh · ν|Γj is also in H̃−1/2(Γj).

Last, we prove property iv. We have shown in proof of property iii that ∂u|Γj ∈
H̃−1/2(Γj). Consequently, the trace of the strain tensor ε(u) ∈ (H̃−1/2(Γj))

2×2.
Using Eq. (2.2), we conclude that the trace of the stress tensor σ(u)|Γj remains in

(H̃−1/2(Γj))
2×2. Furthermore, since each entry of [h′] is in C1(R2), and ν is locally

regular, we deduce that σ(u)[h′]tν|Γj ∈ H̃−1/2(Γj).

The proof of Theorem 3.2 is completed after proving that the high-order derivative
terms (∇(∇p)h) · ν|Γ and ht∇σ(u)ν|Γ are also well-defined.

Property 5.20. Let (u, p) be the solution of BVP (1) for θ = 0. For j =
1, . . . ,M , we have:

i. ht∇(∇p)ν|Γj ∈ H̃−3/2(Γj).

ii. (ht∇σl(u)ν|Γj )1≤l≤2 ∈ H̃−3/2(Γj).

Proof. We first prove property i. We have already shown that ∂p ∈ D(∆,Ωf )
(see the proof of Property 5.19). Therefore, Proposition 4.5 ensures that ∇(∂p) · ν|Γj
is in H̃−3/2(Γj). Consequently, ∇(∇p)ν|Γj is in H̃−3/2(Γj). Moreover, since h|Γj ∈
(C2(Γj))

2, we deduce that:

ht∇(∇p)ν|Γj ∈ H̃
−3/2(Γj).

Next, we prove property ii. We have shown that ∂u ∈ D(∇ · σ,Ωs) (see the proof
of Property 5.19). Therefore, Proposition 4.13 ensures that σ(∂u)ν|Γj ∈ H̃−3/2(Γj).
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Consequently, ∂σl(u)ν|Γj ∈ H̃−3/2(Γj), for all 1 ≤ l ≤ n. Hence, ∇σl(u)ν|Γj ∈
H̃−3/2(Γj). Moreover, since h|Γj ∈ (C2(Γj))

2, we conclude that:

(ht∇σl(u)ν|Γj )1≤l≤2 ∈ H̃−3/2(Γj).

Remark 5.21. We must emphasize on the important role of the local regularity
of the unit normal vector in the previous proofs. Indeed, this regularity property was
crucial to establish the well-definedness on Γ of quantities such as p′ν and u′ · ν.

6. Summary & Conclusion. We have proved that the Fréchet derivative of
the elasto-acoustic scattered field with respect to Lipschitz continuous polygonal-
shaped domains is the solution of the same elasto-acoustic scattering problem but
with different right-hand sides in the boundary conditions. From a computational
viewpoint, this result is relevant to the solution of inverse obstacle problems with
regularized iterative methods. Indeed, the scatterers are transformed into polygonal-
shaped domains when employing finite element methods for solving the corresponding
direct scattering problems. In addition, all entries of the Jacobians are evaluated, at
each iteration, by solving the same linear algebraic system with multiple right-hand
sides. From a mathematical viewpoint, the proposed proof can be extended to three-
dimensional problems, i.e., scatterers whose domains are polyhedra.
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to a Lipschitz Domain of the Acoustic Scattered Field, J. Math. Anal. Appl., 238 (1999),
pp. 259–276.

[13] R. Djellouli, C. Farhat, J. Mandel, and P. Vaněk, Continuous Fréchet Differentiability
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Springer, SMAI, 2005.
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