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Abstract The aim of this paper is to analyze the dynamical behavior of biological
models of gene transcription and translation. We focus on a particular positive feed-
back loop governing the synthesis of RNA polymerase, needed for transcribing its
own gene. We write a high-dimension model based on mass-action laws and reduce
it to a two-variable model (RNA polymerase and its mRNA) by means of monotone
system theory and time-scale arguments. We show that the reduced model has either
a single globally stable trivial equilibrium in (0, 0), or an unstable zero equilibrium
and a globally stable positive one. We give generalizations of this model, notably
with a variable growth rate. The dynamical behavior of this system can be related to
biological observations on the bacterium Escherichia coli.

Keywords Biochemical models · Transcription-translation model · Reduction ·
Stability ·Monotone systems

1 Introduction

The central dogma of molecular biology argues that “DNA makes RNA and RNA
makes proteins”, which are the primary components of cells, see [1]. Gene expression
starts with transcription, where the gene is copied into a messenger RNA (mRNA)
by the RNA polymerase. The mRNA is then translated into proteins by ribosomes.
In prokaryotic cells like bacteria, transcription and translation take place in the same
compartment. As a consequence, ribosomes can translate nascent mRNAs, while they
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are still being elongated by the RNA polymerase.
Classical models of gene expression often disregard the effect of RNA polymerase
and ribosome concentrations on the accumulation of RNAs and proteins, which are
assumed non limiting. Recent works have challenged this vision (see [11] for an ex-
ample), and shown the need for models that take into account the main actors of
transcription and translation. Existing models of this type describe some aspects of
gene expression and the biogenesis of these cell machineries, see [14,17,23,33] for
example. Here we focus on one key mechanism regulating the intracellular levels of
RNA polymerase, the auto-regulation of its own synthesis. This process is fundamen-
tal for bacterial cells, since the RNA polymerase is encoded from a single gene. This
is also an attractive example of positive feedback loop from the point of view of Con-
trol Theory.
Based on mass-actions laws, we first write a detailed mechanistic model of transcrip-
tion and translation, where every event (binding, release, ...) is accounted for. The
high dimension of the resulting model makes it too difficult to handle: we reduce
it into a much simpler system by time-scale arguments and study the mathematical
properties of the reduced model. We investigate the stability of the fast subsystem and
of the reduced system by means of monotone system theory and concavity properties.
Monotone systems form a class of dynamical systems such that the partial order in
dimension n between two solutions is conserved (see [31]); see Appendix A for more
details about monotone systems. These tools are well adapted to analyze the stabil-
ity of biological models [32]. They have strong properties of convergence towards
equilibria, and cannot (for example) exhibit stable periodic oscillations. The second
tool is related to the concavity of functions used in differential equations [29]. In
our opinion, those are appealing tools, for they are qualitative (they do not depend
too much on the values of parameters), and they give very strong results about the
global dynamical behavior of the system [16]. They have been applied to biological
systems already: population dynamics [30], chemical networks [13]... The authors
have worked with monotone systems theory on metabolic-genetic networks [5] and
on detailed models for gene expression, without any loop [4,6]. In [26], the authors
analyze a resource competition model for ribosomes with the theory of monotone
systems. However, to the best of our knowledge, the theorem on concave and mono-
tone systems has not been used in the context of detailed gene expression models,
where functions can be given by rather complex algebraic expressions resulting from
mass balance.
Using monotone system theory, we are able to prove the global stability of the fast
sub-system with respect to the equilibrium; the global result is difficult to prove by
other techniques, and not proven or proven only locally in most similar works [15,
chapter 4]. We present the original model and its reduction in the next section. Using
parameters built from the literature, we analyze the different time scales in which
evolve the variables of the full system. We decompose the full system into Fast and
Slow subsystems and verify in Section 4 that the fast subsystem satisfies the condi-
tions for applicability of the Tikhonov’s theorem. This allows us to put the fast sub-
system at its quasi-steady state and obtain a reduced model with a similar dynamical
behavior. In Section 6, we verify that the concavity and monotonicity assumptions
hold for the reduced model. We show that the trivial equilibrium is either globally
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Fig. 1 Reaction scheme of the transcription-translation model.

stable (in that case no other equilibrium exists) or locally unstable, and that it implies
the existence and uniqueness of a positive equilibrium, which is globally stable with
respect to the positive orthant. We provide the biological condition for this alterna-
tive. We then investigate a generalization of the model with a variable growth rate,
compare it with simpler models, and finally give conclusions from a modeling and a
biological point of view.

2 The coupled transcription-translation model of RNA polymerase

2.1 Description of the model

Fig. 1 shows the transcription-translation model for the synthesis of RNA polymerase
in a single cell; for simplification, we consider it to be encoded from a single gene.
This model is inspired from those given in [23]. Transcription is initiated by the spe-
cific binding of RNA polymerase to the promoter region D onto the DNA, a process
promoted by an initiating factor called σ . The RNA polymerase clears the promoter
(with a constant rate kc) and moves along the DNA (with a constant rate kt ). Com-
plexes Y and Y i describe the elongating RNA polymerase, which adds nucleotides
one by one. Addition of the last nucleotide completes the full length mRNA, which
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is released from the RNA polymerase. The completed RNA molecule is either sub-
ject to degradation (with a constant rate km) or it is used by ribosomes as a template
for the synthesis of a new RNA polymerase1. Translation starts with the ribosome R
forming a complex RRNA′ with the free ribosome binding site RNA′ on the newly
synthesized mRNA. After clearance of the ribosome binding site (with a constant
rate kw), the elongating form of the ribosome X starts synthesizing the protein: amino
acids carried by tRNAs (tRNA∗) are transferred one by one to the nascent protein
(with a constant rate k′t ), giving the complexes X1,X2, ...,X i. After addition of the
last amino acid, the protein is completed and released by the ribosome. The newly
synthesized RNA polymerase is able to start transcribing its own gene and other cel-
lular genes.
The protein and its mRNA are also subject to degradation (with a constant rate kp
and km, respectively), and dilution by growth due to the augmentation of cell volume
(at a rate µ). In a first step, we consider a constant growth rate µ and, for simplicity,
the sum of degradation and dilution will be expressed by only one parameter: k′p for
the protein and k′m for the mRNA. In a second step (Section 9) we will consider the
degradation rate and the dilution rate separately, where the latter varies in function of
the RNA polymerase concentration.

2.2 Full equation

We write the full system, based on assumptions similar to [23]:

– The nucleotides, the amino acids and the σ factor are non limiting and their con-
centrations are included in the parameters

– The free and bound forms of RNA polymerase and mRNA are considered to be
degraded at the same rate

– The degradation of the bound forms (PD and RRNA′) releases the promoter and
the ribosome

– Free mRNA species correspond to mRNAs with a free ribosome binding site
RNA′.

1 The process of translation can be initiated from every nascent mRNA as shown in [23]. For simplicity,
we suppose that proteins are synthesized from completed mRNAs only. This is consistent with recent
observations on the lack of coupling between transcription and translation in E. coli cells [2].
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Using classical mass action kinetics laws we obtain the system:

ċ = k+ pd− k− c− kc c− k
′
p c

ḋ =−k+ pd + k− c+ kc c+ k
′
p c

ṗ =−k+ pd + kt yL−1 + k− c+ k
′
t xH−1− k

′
p p

ẏ = kc c− kt y− k
′
p y

ẏ1 = kt y− kt y1− k
′
p y1

ẏ2 = kt y1− kt y2− k
′
p y2

...

ẏL−1 = kt yL−2− kt yL−1− k
′
p yL−1

ẇ = k
′
+ r m− k

′
−w− kw w− k

′
m w

ṁ =−k
′
+ r m+ k

′
−w+ kw w+ kt yL−1− k

′
m m

ṙ =−k
′
+ r m+ k

′
−w+ k

′
t xH−1 + k

′
m w

ẋ = kw w− k
′
t x

ẋ1 = k
′
t x− k

′
t x1

...

ẋH−1 = k
′
t xH−2− k

′
t xH−1

(1)

where p, d, c, y, yi and m are the concentrations of P, D, PD, Y , Y i and mRNA
respectively, and where w, r, x and xi are the concentrations of RRNA′, R, X and X i

respectively. L and H are the mRNA and protein lengths, respectively2. The promoter
D remains intact during the degradation of the RNA polymerase-promoter complex,
which means that the following mass conservation relation holds:

d = d0− c

where d0 is the initial concentration of promoter. Note that stochasticity in transcrip-
tion may arise from a small number of molecules (e.g. the low copy number of gene
promoters) [25]. However, in this study, we use continuous variables to model the av-
erage behavior of RNA polymerase synthesis, within a population of cells. This type
of biological information is more easily accessible with experiments on populations
of cells than in single cells.

We can reduce system (1) by replacing the three first equations with the following
ones:

ċ = k+ p(d0− c)− k− c− kc c− k
′
p c

ṗ =−k+ p(d0− c)+ kt yL−1 + k− c+ k
′
t xH−1− k

′
p p

The total number of ribosomes (R0) is also conserved:

d
dt
(r+w+ x+ x1 + · · ·+ xH−1) = 0

r+w+ x+ x1 + · · ·+ xH−1 = R0

2 Each triplet of nucleotides in the mRNA are translated into one amino acid, which gives H = L/3.
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Table 1 Values of the set of parameters (fast scale)

Parameter Value Unit Reference

k+ 80 µM−1 ·min−1 biologically-reasonable value
k− 40 min−1 biologically-reasonable value
kc 1.5 min−1 [12]
kt 2340 nucleotide ·min−1 [12]
L 8253 nucleotide [21]
k
′
+ 11 µM−1 ·min−1 biologically-reasonable value

k
′
− 100 min−1 biologically-reasonable value

kw 55 min−1 [12]
k
′
t 1258 aminoacid ·min−1 [12]

H 2751 aminoacid [21]

Table 2 Values of the set of parameters (slow scale)

Parameter Value Unit Reference / comment

kp 0.00048 min−1 [19]
km 0.17 min−1 [10]
µ 0.012 µM ·min−1 [12]
k′p 0.01248 min−1 k′p = kp +µ
k′m 0.182 min−1 k′m = km +µ

The above system (1) has a high dimension due to the large size (L) of the mRNA
(up to several thousands nucleotides) and of the protein (H), see Table 1 for their
values. The system dimension is L+H + 53. In addition, the system is non linear
and non monotone (for example ∂ ṁ

∂ r =−k
′
+ m is negative), making the analysis of its

properties difficult: a simplification of the system is needed in such a case.

3 Time-scale reduction (Fast-Slow Behavior)

3.1 Parameter values for the coupled transcription-translation models of RNA
polymerase

Parameter values in Tables 14, 2 and 3 have been carefully built from the literature
based on classical papers such as [12]. In the next section, we will show that the sys-
tem (1) has two different time scales - fast and slow -, which makes its approximation
by a reduced system possible, by applying Tikhonov’s Theorem (see Appendix B and
[22] for the statement of the theorem).

3 The ODE system (1) includes L differential equations for ẏ, ẏ1...ẏL−1 (L=8253 nucleotides), H for
ẋ, ẋ1...ẋH−1 (L=2751 amino acids), and 5 for ċ, ṗ, ẇ, ṁ, ṙ, which gives a total of 11009 differential equa-
tions.

4 The ratios L
kt

, and H
k′t

in Table 1 are constant (see [23]). Thus, if we take another gene length L and

protein length H, the new values of kt and k
′
t respectively to L and H will be : kt = (2340/8253)L, and

k
′
t = (1258/2751)H. This rescaling is useful to reduce the total number of equations.
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Table 3 Initial conditions

Parameter Value Unit Reference/comment

d0 0.000347 µM Determined from data in [12]
R0 35 µM [12]
z0 0.5 µM [12]

3.2 Separation of the full system into “fast” and “slow” variables

We choose the following slow variables:

z = c+ p+ y+ y1 + . . .+ yL−1 (2)
q = m+w (3)

They represent the total concentration (free and bound forms) of the RNA polymerase
z and the total concentration of its mRNA q. The fast variables appear more easily
if some variables are rescaled (see Appendix C). Finally, the full system writes (the
slow terms are marked in bold):

ż = k
′
t xH−1−k

′
p z

q̇ = kt yL−1−k
′
m q

ċ = k+ p(d0− c)− k− c− kc c−k
′
p c

ṗ =−k+ p(d0− c)+ kt yL−1 + k− c+k
′
t xH−1−k

′
p p

ẏ = kc c− kt y−k
′
p y

ẏ1 = kt y− kt y1−k
′
p y1

ẏ2 = kt y1− kt y2−k
′
p y2

...

ẏL−1 = kt yL−2− kt yL−1−k
′
p yL−1

ẇ = k
′
+ r (q−w)− k

′
−w− kw w−k

′
m w

ṙ =−k
′
+ r (q−w)+ k

′
−w+ k

′
t xH−1 +k

′
m w

ẋ = kw w− k
′
t x

ẋ1 = k
′
t x− k

′
t x1

...

ẋH−1 = k
′
t xH−2− k

′
t xH−1

(4)

We obtain the fast subsystem by neglecting the bold terms. We group the system
in 2 sub-systems. The first one describes the dynamics of the RNA polymerase con-
centration z: ż = k

′
t xH−1− k

′
p z. The other fast variables c, p,y,y1, . . . ,yL−1 have the

following dynamics:
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ċ = k+ p(d0− c)− k− c− kc c

ṗ =−k+ p(d0− c)+ kt yL−1 + k− c

ẏ = kc c− kt y

ẏ1 = kt y− kt y1

ẏ2 = kt y1− kt y2

...

ẏL−1 = kt yL−2− kt yL−1

(5)

and should leave the hyperplane z = c+ p+ y+ y1 + . . .+ yL−1 invariant.

The second subsystem describes the dynamics of the mRNA q. With q̇= kt yL−1−
k
′
m q, the other fast variables w,r,x,x1, . . . ,xH−1 have the following dynamics:

ẇ = k
′
+ r (q−w)− k

′
−w− kw w

ṙ =−k
′
+ r (q−w)+ k

′
−w+ k

′
t xH−1

ẋ = kw w− k
′
t x

ẋ1 = k
′
t x− k

′
t x1

...

ẋH−1 = k
′
t xH−2− k

′
t xH−1

(6)

and should leave the hyperplane R0 = w+ r+ x+ x1 + . . .+ xH−1 invariant.
In Section 4, we will show that the subsystems (5) - with variables c, p, y, y1,...,

yL−1 - and (6) - with variables w, r, x, x1, xL−1 - converge to a quasi-steady state, and
satisfy the conditions to apply the Tikhonov’s theorem and reduce the full system. In
particular we will establish that each of the two subsystems has a unique, globally
stable equilibrium.

4 Verification of the applicability of the Tikhonov’s Theorem for the fast
subsystems

To check the assumptions of Tikhonov’s Theorem, we first need to study the existence
and uniqueness of the steady state and the global and exponential stability of the
subsystems (5) and (6), representing the fast part of the full system.
When considering the fast subsystem (5), we see that ċ+ ṗ+ ẏ+ ẏ1 + ...+ ẏL−1 = 0:
the system is closed. Powerful theorems apply to this type of monotone system, as
can be easily checked: the Jacobian matrix J(c, p,y,y1, . . . ,yL−1)
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=



−(k−+ kc− k+ p) k+ (d0− c) 0 . . . 0
k−+ k+ p −k+ (d0− c) 0 . . . kt

kc 0 −kt . . . 0
0 0 kt . . . 0
...

...
...

...
...

0 0 0 . . . −kt


(7)

is a compartmental matrix which means that


Jii(c, p,y,y1, . . . ,yL−1)≤ 0 for all i,

Ji j(c, p,y,y1, . . . ,yL−1)≥ 0 for all i 6= j,

−J j j(c, p,y,y1, . . . ,yL−1)≥∑
i 6= j

Ji j(c, p,y,y1, . . . ,yL−1) for all j

We can also easily check that the graph of the Jacobian matrix is strongly con-
nected. The interaction graph associated with the Jacobian matrix (7) is shown in Fig.
2.

Fig. 2 Interaction graph of system (5).

Therefore, we can apply Property 5 in [3] to obtain the theorem below. The con-
clusion about exponential stability comes from the fact that the Jacobian matrix at
the equilibrium is also a closed compartmental matrix, with a strongly connected
graph, and therefore is stable (see [9,20]) except for the eigenvalue 0 given by the
conservation.

Theorem 1 Let z(c, p,y,y1, . . . ,yL−1) = c+ p+y+y1 + ...+yL−1 be the (fixed) total
concentration of the closed system.
Then for any z > 0, hyperplane Hz = {(c, p,y,y1, . . . ,yL−1) ∈ℜ

L+2
+ : z(c, p,y,y1, . . . ,

yL−1) = z > 0} is forward invariant and contains a unique equilibrium, globally sta-
ble in Hz.

The proof of this theorem can be obtained using a Lyapunov function (see [20] for
more details of this proof ).
The second subsystem (6) is quite similar to subsystem (5). The study of the equilib-
rium and the stability is exactly the same as before and will not be given here for the
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sake of brevity. We define the hyperplane
G =

{
(w,r,x,x1, . . .xH−1) ∈ℜH+2 : w+ r+ x+ x1 + . . .+ xH−1 = R0

}
. The final re-

sult is that this system (6) has a unique equilibrium on this invariant hyperplane,
which is globally asymptotically stable and exponentially stable.

5 Application of the Tikhonov’s Theorem

Since the assumptions of the Tikhonov’s theorem are verified, we apply it and set
the differential equations of the fast part to zero, which gives the following algebraic
equations:

yL−1 = . . .= y1 = y =
kc

kt
c =

kcd0

kt

p
p+ k1

,

xH−1 = . . .= x1 = x =
kw

k′t
w =

kw

k′t

qr
r+ k2

,

k1 =
k−+ kc

k+
,k2 =

k
′
−+ kw

k′+
.

(8)

Moreover, using the two conservation relations on the hyperplanes, and the above
algebraic equations, we obtain:

p+
d0 p

p+ k1
+ l

kc

kt

d0 p
p+ k1

= z,

r+
qr

r+ k2
+h

kw

k′t

qr
r+ k2

= R0.

(9)

The slow subsystem is always given by

ż = k
′
t xH−1− k

′
p z,

q̇ = kt yL−1− k
′
m q,

(10)

which results in the reduced system:

ż = kw
qr(q)

r(q)+ k2
− k

′
p z,

q̇ = kcd0
p(z)

p(z)+ k1
− k

′
m q.

(11)

where p(z) and r(q) are calculated from the following algebraic equations:

z = γ
p(z)

p(z)+ k1
+ p(z),

R0 = λ
qr(q)

r(q)+ k2
+ r(q).

(12)

with γ = (L kc
kt

+ 1)d0 and λ = H kw
k′t
+ 1. These algebraic equations have only one

positive solution p(z) and r(q), because for fixed z and q, the right members of (12)
are increasing functions of p and r.
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Fig. 3 Time behavior of the total concentration of RNA polymerase z in the reduced system (dashed
red line) and in the complete system (solid blue line), with initial conditions: p0 = z0 = 0.5 µM, taking
L = l = 100 nucleotides, H = h = 33 amino acids. At the equilibrium: z∗reduced = 8.449 µM, z∗f ull = 8.061
µM.

time (min)
0 100 200 300 400 500 600 700 800
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M
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Fig. 4 Time behavior of the concentration of mRNA q in the reduced system (dashed red line) and in
the complete system (solid blue line), with q0 = 0 µM, l = 100 nucleotides, h = 33 amino acids. At the
equilibrium: q∗reduced = 0.002694 µM, q∗f ull = 0.002571 µM.
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Note that the Tikhonov’s theorem, in its simplest form, gives only results for
a compact interval of time. Extensions are possible for infinite time (see [18,22]).
For example, if the reduced system has an hyperbolically stable equilibrium point z,
the full system will admit an hyperbolic equilibrium close to z for small ε . Stronger
results can be obtained with geometric perturbation theory (see [27,35]). In particular,
in [35], the authors show that if the full system has a slow, monotone part (and if ε is
small enough), almost all trajectories of the full system converge to an equilibrium,
which is the general property of monotone systems.

6 Dynamical study of the reduced system

6.1 Simulations of the full and the reduced system

We performed simulations5 to study the similarity of the reduced system and the full
system, as shown in Fig. 3 and Fig. 4 for the concentration of RNA polymerase and
its mRNA, respectively. The dashed red line represents the evolution of the reduced
system, and the solid blue line shows the evolution of the complete system. The
behavior of the two systems are rather similar, the full system slightly oscillates at
the beginning, while the reduced system does not.

6.2 Equilibria of the reduced system

We get the following equations for the equilibrium:

z =
kw

kp

qr(q)
r(q)+ k2

=
kw

k′pλ
(R0− r(q)),

q =
kcd0

km

p(z)
p(z)+ k1

=
kcd0

k′mγ
(z− p(z)).

(13)

We therefore obtain z as a function of q, and q as a function of z. Consider the
functions:

ξ (q) =
kw

k′p

qr(q)
r(q)+ k2

,

ϕ(z) =
kcd0

k′m

p(z)
p(z)+ k1

.

(14)

We first note that ϕ(z) is bounded (ϕ(z) < kcd0
k′m

), because p(z)
p(z)+k1

< 1. Similarly,

r(q) = R0− k
′
pλ
kw

ξ (q) should remain positive, which leads to ξ (q)< kwR0
k′pλ

. Determin-

ing the equilibria requires to study the intersections of the two above functions ξ (q)
and ϕ(z). If we differentiate the first equation with respect to z in the algebraic system
(12), and the second with respect to q, we obtain:

5 Numerical simulations were performed in Matlab using the ode15s and ode23s solvers.
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∂ p(z)
∂ z

=
(p(z)+ k1)

2

γk1 +(p(z)+ k1)2 ,

∂ r(q)
∂q

=−
λ r(q)

r(q)+k2

λq k2
(r(q)+k2)2 +1

.

(15)

p(z) is positive and increasing, with p(0) = 0 and p(z)≈ z when z is large. Similarly,
r(q) is positive and decreasing, with r(0) = R0 and r(q) tends toward 0 for large q.
We then determine the second derivative of the algebraic equations (12), the first
equation derived with respect to z, and the second, with respect to q, and obtain:

∂ 2 p(z)
∂ 2z

= γ
2k1

(p(z)+ k1)3
∂ p(z)

∂ z

2

,

∂ 2r(q)
∂ 2q

=
−2λ k2

(r(q)+k2)2
∂ r(q)

∂q +λq 2k2
(r(q)+k2)3

∂ r(q)
∂q

2

1+λq k2
(r(q)+k2)2

.

(16)

∂ 2 p(z)
∂ 2z and ∂ 2r(q)

∂ 2q are thus positive. We conclude that p(z) and r(q) are also convex.

The derivative of ξ (q) is ξ ′(q) =− kw
k′pλ

∂ r(q)
∂q , which is positive because ∂ r(q)

∂q is nega-

tive. We have also that ξ ′′(q) =− kw
k′pλ

∂ 2r(q)
∂q2 is negative, because ∂ 2r(q)

∂q2 is positive.

Similarly, for ϕ(z), we have ϕ ′(z) = kcd0
k′m

k1
(p(z)+k1)2

∂ p(z)
∂ z = kcd0

kmγ (1− ∂ p(z)
∂ z ) which is

positive, because ∂ p(z)
∂ z is positive, and ϕ ′′(z) = − kcd0

k′mγ
∂ 2 p(z)

∂ z2 negative, because ∂ p(z)
∂ 2z

is positive.
The functions ξ (q) and ϕ(z) are therefore increasing, positive and concave, and

are bounded (ξ (q)< kwR0
kpλ ,ϕ(z)< kcd0

k′m
).

In the phase space (q,z), two cases are possible, see Fig. 5 and Fig. 6: either (0,0)
is the unique equilibrium, or there exists another unique, positive equilibrium (the
point (0,0) is always an equilibrium for this system). The alternative between these
two cases depends on the slope at the origin (0,0).

– If: ξ ′(q)|q=0 > 1
ϕ ′(z)|z=0

⇒ k
′
mk
′
p < kw

kcd0
γ+k1

R0
R0+k2

, then there exist two equilibria
which are (0,0), and a unique, positive (z∗,q∗).

– If: ξ ′(q)|q=0 <
1

ϕ ′(z)|z=0
⇒ k

′
mk
′
p > kw

kcd0
γ+k1

R0
R0+k2

, then there exists only one equi-
librium for the system, which is (0,0).

6.3 Stability of equilibria

The stability study of the reduced system (11) gives the following results: it has ei-
ther a single stable equilibrium in (0,0) or two equilibria, one in zero (unstable) and
another stable one (z∗,q∗).
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Fig. 5 The phase space (q,z). Two equilibria exist: (0,0) and another one which is strictly positive (z⇤,q⇤)
under the condition x 0(q)|q=0 > 1

j 0(z)|z=0
.

q = j(z)

z = x (q)

q

z

Fig. 6 The phase space (q,z). One equilibrium exists, which is (0,0) if x 0(q)|q=0 < 1
j 0(z)|z=0

.

– The positive equilibrium (z⇤,q⇤) is globally stable in the positive orthant.

For the proof of these propositions, we use the fact that the system (11) is still
monotone [21]. See [8], for more details. The biological interpretations of Proposition
1 and Proposition 2 are presented in the conclusion.

Fig. 7 shows the simulation of the reduced system from two different initial con-
ditions,(q01,z01) = (0,0.5) and (q02,z02) = (0.1,0.8). We observe that the two tra-
jectories converge to the positive equilibrium.
The power of this approach is that it allows results from qualitative hypotheses, even
in high dimensions. Being qualitative, it can be easily applied to similar models with
other assumptions. We consider below the case of different degradation rates.

Fig. 5 The phase space (q,z). Two equilibria exist: (0,0) and another one, which is strictly positive (z∗,q∗)
under the condition ξ ′(q)|q=0 >

1
ϕ ′(z)|z=0

.
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.

Proposition 1 If k
′
mk
′
p− kw

kcd0
γ+k1

R0
R0+k2

> 0 then

– (0,0) is the unique equilibrium of the system and it is globally stable in the non-
negative orthant.

Proposition 2 If k
′
mk
′
p− kw

kcd0
γ+k1

R0
R0+k2

< 0 then

– (0,0) is unstable.
– The positive equilibrium (z∗,q∗) is globally stable in the positive orthant.
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Fig. 7 Simulation with the parameter values in Tables 1 and 2 from two different initial conditions:
(q01,z01) = (0,0.5) (blue line) and (q02,z02) = (0.1,0.8) (red line). This corresponds to the case that
two equilibria exist, (0,0) and (0.002694,8.449) (black star). The latter is globally stable in the positive
orthant.

For the proof of these propositions, we use the fact that the system (11) is still
monotone [31], see [8] for more details. The biological interpretations of Propositions
1 and 2 are presented in the conclusion.

Fig. 7 shows the simulation of the reduced system from two different initial con-
ditions, (q01,z01) = (0,0.5) and (q02,z02) = (0.1,0.8). We observe that the two tra-
jectories converge to the positive equilibrium.
The power of this approach is that it allows results from qualitative hypotheses, even
in high dimension. Being qualitative, it can be easily applied to similar models with
other assumptions. We consider below the case of different degradation rates.

7 Applications to other models

In the above model, we supposed that all forms of RNA polymerase are degraded
at the same rate. This assumption could be changed, for example by supposing a
degradation of the free form of the polymerase only, but no degradation for the bound
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forms. The new equations are:

z = γ
p

p+ k1
+ p,

R0 = λ
qr

r+ k2
+ r,

ż = kw
qr(q)

r(q)+ k2
− k

′
p p(z),

q̇ = kcd0
p(z)

p(z)+ k1
− k

′
m

(
q− qr(q)

r(q)+ k2

)
.

(17)

The conservation equations are the same, but the diagonal elements of the Ja-
cobian matrix change: however, it is easy to verify that our approach is still appli-
cable, and, similarly, the global stability now depends only on the local stability at
(0, 0) with the new inequality (for the trivial equilibrium) k′pk′m > kw

kcd0R0
k1k2

. Other
generalizations with qualitative functions of Michaelis-Menten type (M(p) is strictly
increasing, concave, bounded, and such that M(0) = 0) are possible (see [7], [8]).

8 Comparison with a classical model of RNA polymerase

It is interesting to compare the new model (11) with the more “classical” model used
to describe gene expression in [1, chapter 2, p. 13], in the case of a protein activating
its own transcription:

χ̇ = υc
χ

χ + kc
− (kpc +µ)χ, (18)

where χ is the protein concentration and µ is the same growth rate as in Table 2. We
first substitute in the model (17) k′p with kp + µ and k′m with km + µ . The dilution
term (term with µ) of the equation q̇ can be neglected because biological evidences
demonstrate that µ � km. To simplify our study, we assume that the dynamics of ż
is much slower than the one of q̇, so that q̇≈ 0 (by a new quasi-steady state approx-
imation): in fact most of the time mRNA dynamics in genetic regulatory networks is
much faster than protein dynamics, i.e. the mRNA concentration reaches its equilib-
rium faster than that of the protein (typical mRNA half-lives are 2-6 minutes, while
those of proteins are in the order of hours [1]). With this assumption, we obtain sys-
tem (19):

ż = kw
qr(q)

r(q)+ k2
− (kp +µ)z,

q =
kc d0

km

p(z)
p(z)+ k1

.

(19)

We use the points of the solution z(t) to fit the model (18)6 and find the values of
the parameters υc, kc, kpc, shown in Table 4, so that the dynamical behavior of the
solution χ(t) is the closest to the one of z(t), where χ(0) = z(0). To assess the qual-

6 The fit was performed using the fmincon function of Matlab. We thank Eugenio Cinquemani (Inria,
IBIS) for his help with the optimization procedure.



Reduction and stability analysis of a transcription-translation model of RNA polymerase 17

Table 4 Parameters of χ(t)

Parameter Value Unit

υc 0.1251 µM ·min−1

kc 0.6452 µM
kpc 0.00087264 min−1

ity of the calibration, we numerically compute the global relative error between the
solution z(t) and the system χ(t). One possible form of global relative error is:

eχ =

∫ T
0 |z(t)−χ(t)|dt∫ T

0 |z(t)|dt
, (20)

where T = 800 min. With the parameter values of Table 4, the relative global error
is low (e = 0.0016). This means that the two solutions are very close: the model (19)
can fit simpler classical models.
However, we can observe phenomena of biological interest with our model that are
not captured by the “classical” model, especially in the translation term. If, in (19),
we substitute the algebraic expression for q in the differential expression of z and
isolate the translation term, we have:

τ = kw
qr(q)

r(q)+ k2
. (21)

Contrary to the “classical” one, this model shows that the translation rate τ is sen-
sitive to the ribosome concentration R0, due to the dependence between r(q) and R0
(for q = 0, r(0) = R0) in the algebraic part of system (17). This is reflected in Fig. 8,
which displays the translation rate τ as a function of the RNA polymerase concentra-
tion, for different concentrations of R0. Increasing ribosome concentrations directly
result in elevated translation of RNA polymerase. The three upper curves represent
systems following the case of Proposition 1 (one positive stable equilibrium) and the
lower curve, the case of Proposition 2 (0 is the only stable equilibrium). Obviously,
these different curves cannot be generated by the simpler model (18).

9 System with a variable growth rate

In the above sections, we considered a fixed growth rate for the model (11). In the
reality, bacteria experience a variable growth rate most of the time. What is the con-
sequence of this variation on the model dynamics? We consider a one-dimensional
model for simplicity, as in Section 8. We study the effect of introducing a variable
growth rate, which depends on the concentration of the cell components, here the
concentration of RNA polymerase z. The growth rate can be expressed by means of a
function analogous to the widely used Monod equation in growth kinetic studies [24,
p. 211]:

µ = ν
z

K + z
. (22)
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Fig. 8 Variation of the translation rate τ with the RNA polymerase concentration z, for different ribosome
concentrations: R0=35 µM (black line; in this case the dynamics of z and χ overlap), R0 = 12.5 µM
(blue line), R0 = 5 µM (red line), and R0 = 0.3 µM (magenta line). The star in each curve denotes the
equilibrium points, respectively z = 9.082 µM, z = 6.919 µM, z = 2.972 µM, z = 0 µM.

.

Table 5 Growth Rate Parameters

Parameter Value Unit

K 8.85 µM
ν 0.0237 µM ·min−1

The previous system (19) becomes:

ż = kw
qr(q)

r(q)+ k2
−
(

kp +ν
z

K + z

)
z,

q =
kc d0

km

p(z)
p(z)+ k1

.

(23)

A way to find reasonable values for parameters ν and K is to substitute, in Equa-
tion (22), the equilibrium point that the variable z reaches in system (19), z∗, to obtain

µ(z∗) = ν
z∗

K + z∗
. (24)

We manually set parameter values in Table 2 so that µ(z∗) reaches the value of the
constant µ in Table 2 and that system (23) reaches the same equilibrium point as
system (19). The simulation for z is shown in Fig. 9 and the growth rate dynamics, in
Fig. 10.
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Fig. 9 Evolution of the total concentration of RNA polymerase z in the case of a dependent growth rate
(dashed red line), compared with system (19) (solid blue line). Initial conditions are: p0 = z0 = 0.5 µM,
L = l = 100 nucleotides and H = h = 33 amino acids. The final equilibrium is the same at 9.084 µM
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Fig. 10 Growth rate dynamics with the parameters of Table 5.
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To analyze the new system, we notice that the first term in the equation of ż, G(z) =
H(q(z)) = kw

q(z)r(q(z))
r(q(z))+k2

, is a function of q, which in turn is a function of z. Using

the same notation as (14): G(z) = ξ (ϕ(z)), the derivative of this function is G
′
(z) =

ξ ′(ϕ(z))ϕ ′(z). Both terms are positive (as discussed in Section 6), so the derivative
is positive. The second derivative is G

′′
(z) = ξ ′′(ϕ(z))ϕ ′(z)ϕ ′(z)+ ξ ′(ϕ(z))ϕ ′′(z).

The first and last terms are negative and the others, positive (as we discussed in Sec-
tion 8), so the second derivative of the function is negative. G(z) is therefore increas-
ing, positive, concave and it is bounded ( kc d0 kw

km
). The second term of the equation

D(z) = kp z+ν z2

K+z is positive, increasing and convex: depending on the values of the
parameters, the functions G(z) and D(z) can have one or two equilibrium points:

– If : D′(z)|z=0 < G′(z)|z=0⇒ kmkp < kw
kcd0
γ+k1

R0
R0+k2

, there exist two equilibria which
is 0, and a unique, positive z∗

– If: D′(z)|z=0 > G′(z)|z=0⇒ kmkp > kw
kcd0
γ+k1

R0
R0+k2

, there exists only one equilib-
rium for the system which is 0.

Following the same rules as in Section 6.3, we see that in the first case the equilib-
rium point z∗ is globally stable and 0 is globally unstable, while in the second case 0
is globally stable.

We notice that the growth rate, which depends only on the concentration of RNA
polymerase z, does not play any role in the qualitative stability of the system. Of
course, it changes the trajectories, as shown in Fig 9.

10 Conclusion

Several interesting conclusions can be drawn from this study. First, we demonstrate
that tools from monotone theory are useful for proving stability of the fast and slow
parts of a system. We showed that the positive feedback loop of the polymerase model
that could, a priori, give a bistable behaviour, will result in this case in a simple
“global behaviour” where the trivial equilibrium (if no other equilibrium) is stable, or
the positive equilibrium (when it exists) is stable. Moreover, biological conclusions
can be drawn. For example, computations lead to the fact that the system is stable
depending on the sign of (see Proposition 1 and Proposition 2):

kmkp− kw
kcd0
γ+k1

R0
R0+k2

.
If R0 is large (many ribosomes), the zero equilibrium is unstable; if R0 is small, the
zero equilibrium is globally stable, and every variable tends to zero. These results are
in agreement with several biological observations on the adaptation of living organ-
isms to their environment. For instance, in the case of bacteria, the zero equilibrium
corresponds to the situation of cells whose growth is arrested by harmful environ-
mental conditions. Translation is halted in these cells, through an arrest of ribosome
synthesis and the inactivation of the remaining ribosomes [28,34]. As a consequence,
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the intracellular concentration of active ribosomes decreases, which lowers the con-
centration of RNA polymerase. The essential cell components can no longer be syn-
thesized; cells eventually die if the ribosomes and the RNA polymerase remains at
so low concentrations. By contrast, when environmental conditions become favorable
again, ribosome synthesis starts immediately and inactivated ribosomes become func-
tional again [28,34]. The intracellular concentration of ribosomes rises. According to
the model, the zero equilibrium becomes unstable in these conditions. The conse-
quence is a rapid accumulation of new pools of RNA polymerase and ribosomes, that
are necessary for the cell to synthesize all the precursors needed to grow and divide
again. Note that this very simple loop is not isolated from the rest of the cell. The
simple model could be easily extended so as to include these regulatory mechanisms.
As well, the reduced system could be included into more general models of the gene
expression machinery.

Adding to the system a variable growth rate (depending only on the RNA poly-
merase concentration) does not change the stability of the curve, because for z = 0⇒
µ ′(0) = 0. We can reach the same equilibrium point of z with a constant or a variable
growth rate as shown in Fig. 9, if µ(z∗) = µ of Table 2.

Moreover, it is important to notice that, in restricted cases, the dynamics of our
model overlaps with a simpler dynamical model (see Section 8): this confirms the
fact that we can explain the dynamics of RNA polymerase in a more precise way,
detailing also the relationship with mRNA, without changing its performance with
respect to more simpler and classical models.
Finally, an exciting perspective on which we are working is to add a control on this
system, for example via the action of an inducer, which activates the transcription
step.
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A Monotone Systems

Monotone systems form an important class of dynamical systems. They are particularly well adapted to
mathematical models in biology ([32]), because they are defined by conditions related to the signs of the
Jacobian matrix. Such a sign for one element reflects the fact that some variable will contribute positively
to the variation of some other variables, a kind of qualitative dependence frequently found in biological
models. The reader may consult the reference [31] for a review and an exhaustive presentation of the theory
of monotone systems.

In summary, if the system is cooperative, then the flow preserves the partial order of trajectories in ℜn

(the flow is monotone). Consider an autonomous differential system:

ẋ = f (x) (25)

where, x ∈ℜn and f : ℜn→ℜn.
The system is monotone if x01 ≤ x02 (this inequality must be understood coordinate by coordinate:

i.e. x01i ≤ x02i, ∀ i ∈ [1, . . . ,n] ), implies that x(t,x01)≤ x(t,x02) ∀ t (x(t,x0) corresponds to the evolution
with respect to time starting from the initial condition x0).

Cooperativity is easy to check by looking at the signs of the elements of the Jacobian matrix, which
should verify

∂ fi

∂x j
(t,x)≥ 0 ∀i 6= j.

These systems have a strong tendency to converge to the set of their equilibria ([31]). It can be shown
that almost any solution converges to the set of equilibria except a set of zero measure. In particular, there
are no stable periodic solutions. For more precise theorems, see [31].

B Tikhonov’s theorem

This theorem applies to reduced systems of the form:

ẋ = f (x,y,ε)

ẏ =
1
ε

g(x,y,ε).
(26)

where x ∈ℜn, y ∈ℜm, and 0 < ε � 1 (ε a very small parameter), x(0) = x0,y(0) = y0. So, when ε tends
to 0 (ẏ evolves very rapidly compared to ẋ), the system (26) is equivalent to the system:

ẋ = f (x,y,0)

g(x,y,0) = 0

This is valid only if the fast subsystem ẏ = g(x,y,0) satisfies some conditions which are given as follows:
– Existence and uniqueness of the steady state (there exists a unique solution, y∗ = φ(x) of g(x,y,0) = 0.
– Exponential stability of the steady state y∗ of the fast subsystem ẏ = g(x,y,0) for fixed x.

These conditions are given by the Tikhonov’s theorem (see [22] for a complete description), which ensures
that y will converge rapidly to a quasi-steady state (y = φ(x), depending only on x). Therefore the reduced
system using the Tikhonov’s Theorem is:

ẋ = f (x,φ(x),0), x(0) = x0.

There are also extensions for infinite time [18,22,27].
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C Rescaling the system

To make the time scales more obvious and verify that the evolution of z and q is slow, we scale the variables
y,y1, ...,yL−1 with respect to a scaling factor α , and the variables x,x1, ...,xH−1 with respect to a scaling
factor β . Consider y = αy,yi = αyi and x = βx,xi = βxi, this gives:

ċ = k+ p(d0− c)− k− c− kc c− k
′
p c

ṗ =−k+ p(d0− c)+
kt

α
yL−1 + k− c+

k
′
t

β
xH−1− k

′
p p

ẏ = αkc c− kt y− k
′
p y

ẏ1
= kt y− kt y1− k

′
p y1

ẏ2
= kt y1− kt y2− k

′
p y2

...

ẏL−1
= kt yL−2− kt yL−1− k

′
p yL−1

ẇ = k
′
+ r m− k

′
−w− kw w− k

′
m w

ṁ =−k
′
+ r m+ k

′
−w+ kw w+

kt

α
yL−1− k

′
m m

ṙ =−k
′
+ r m+ k

′
−w+

k
′
t

β
xH−1 + k

′
m w

ẋ = βkw w− k
′
t x

ẋ1
= k

′
t x− k

′
t x1

...

ẋH−1
= k

′
t xH−2− k

′
t xH−1

(27)

where kt
α , k

′
t

β are small compared to kt and k
′
t , but where the first one is bigger than the second one

( kt
α = 200min−1 and k

′
t

β = 10min−1)7.

Finally the slow evolution part is given by the equation: z = c+ p+ 1
α (y+ y1 + . . .+ yL−1), which gives

ż = k
′
t

β xH−1 − k
′
p z. Similarly, q = m+w therefore q̇ = kt

α yL−1 − k′m q. Having introduced the two new
variables z and q we return, for simplicity, to the scale of the original system (see system (4)).

7 To obtain these values we choose α = 11.7 and β = 125.8.


