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Abstract  A quantum time-dependent spectrum analysis, or simply, quantum spectral analysis (QuSA) is 

presented in this work, and it’s based on Schrödinger equation, which is a partial differential equation that 

describes how the quantum state of a non-relativistic physical system changes with time. In classic world is 

named frequency at time (FAT), which is presented here in opposition and as a complement of traditional 

spectral analysis frequency-dependent based on Fourier theory. Besides, FAT is a metric, which assesses the 

impact of the flanks of a signal on its frequency spectrum, which is not taken into account by Fourier theory 

and even less in real time. Even more, and unlike all derived tools from Fourier Theory (i.e., continuous, 

discrete, fast, short-time, fractional and quantum Fourier Transform, as well as, Gabor) FAT has the 

following advantages: a) compact support with excellent energy output treatment, b) low computational cost, 

O(N) for signals and O(N
2
) for images, c) it doesn’t have phase uncertainties (indeterminate phase for 

magnitude = 0) as Discrete and Fast Fourier Transform (DFT, FFT, respectively), d) among others. In fact, 

FAT constitutes one side of a triangle (which from now on is closed) and it consists of the original signal in 

time, spectral analysis based on Fourier Theory and FAT. Thus a toolbox is completed, which it is essential 

for all applications of Digital Signal Processing (DSP) and Digital Image Processing (DIP); and, even, in the 

latter, FAT allows edge detection (which is called flank detection in case of signals), denoising, despeckling, 

compression, and superresolution of still images. Such applications will be useful for signals, imagery and 

communication intelligence.  
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1  Introduction 

 

The main concepts related to Quantum Information Processing (QuIn) may be grouped in the next topics: 

quantum bit (qubit, which is the elemental quantum information unity), Bloch’s Sphere (geometric 

environment for qubit representation), Hilbert’s Space (which generalizes the notion of Euclidean space), 

Schrödinger’s Equation (which is a partial differential equation that describes how the quantum state of a 

physical system changes with time.), Unitary Operators, Quantum Circuits (in quantum information theory, a 

quantum circuit is a model for quantum computation in which a computation is a sequence of quantum gates, 

which are reversible transformations on a quantum mechanical analog of an n-bit register. This analogous 

structure is referred to as an n-qubit register.), Quantum Gates (in quantum computing and specifically the 

quantum circuit model of computation, a quantum gate or quantum logic gate is a basic quantum circuit 

operating on a small number of qubits), and Quantum Algorithms (in quantum computing, a quantum 

algorithm is an algorithm which runs on a realistic model of quantum computation, the most commonly used 

model being the quantum circuit model of computation) [1-4]. 

 

Nowadays, other concepts complement our knowledge about QuIn, the most important ones related to this 

work are: 

 

Quantum Signal Processing (QuSP) - The main idea is to take a classical signal, sample it, quantify it (for 

example, between 0 and 2
8
-1), use a classical-to-quantum interface, give an internal representation to that 

signal, make a processing to that quantum signal (denoising, compression, among others), measure the result, 

use a quantum-to-classical interface and subsequently detect the classical outcome signal. Interestingly, and 

as will be seen later, the quantum image processing has aroused more interest than QuSP. In the words of its 

creator: “many new classes of signal processing algorithms have been developed by emulating the behavior 

of physical systems. There are also many examples in the signal processing literature in which new classes of 

algorithms have been developed by artificially imposing physical constraints on implementations that are not 

inherently subject to these constraints”. Therefore, Quantum Signal Processing (QuSP) is a signal processing 

framework [5, 6] that is aimed at developing new or modifying existing signal processing algorithms by 

borrowing from the principles of quantum mechanics and some of its interesting axioms and constraints. 

However, in contrast to such fields as quantum computing and quantum information theory, it does not 

inherently depend on the physics associated with quantum mechanics. Consequently, in developing the QuSP 

framework we are free to impose quantum mechanical constraints that we find useful and to avoid those that 

are not. This framework provides a unifying conceptual structure for a variety of traditional processing 

techniques and a precise mathematical setting for developing generalizations and extensions of algorithms, 

leading to a potentially useful paradigm for signal processing with applications in areas including frame 

theory, quantization and sampling methods, detection, parameter estimation, covariance shaping, and 

multiuser wireless communication systems.” The truth is that to date, papers on this discipline are less than 

half a dozen, and its practical use is practically nil. Moreover, although it is an interesting idea, developed so 

far, does not withstand further comment. 

 

Quantum Image Processing (QuIP) - it is a young discipline and it is in training now, however, it’s much 

more developed than QuSP. QuIP starts in 1997. That year, Vlasov proposed a method of using quantum 

computation to recognize so-called orthogonal images [7]. Five years later, in 2002, Schutzhold described a 

quantum algorithm that searches specific patterns in binary images [8]. A year later, in October 2003, Beach, 

Lomont, and Cohen from Cybernet Systems Corporation, (an organization with a close cooperative 

relationship with the US Defense Department) demonstrated the possibility that quantum algorithms (such as 

Grover’s algorithm) can be used in image processing. In that paper, they describe a method which uses a 

quantum algorithm to detect the posture of certain targets. Their study implies that quantum image 

processing may, in future, play a valuable role during wartime [9]. 

 

Later, we can found the works of Venegas-Andraca [10], where he proposes quantum image representations 

such as Qubit Lattice [11, 12]; in fact, this is the first doctoral thesis in the specialty, The history continues 

with the quantum image representation via the Real Ket [13] of Latorre Sentís, with a special interest in 

image compression in a quantum context. A new stage begins with the proposal of Le et al. [14], for a 



flexible representation of quantum images to provide a representation for images on quantum computers in 

the form of a normalized state which captures information about colors and their corresponding positions in 

the images. History continues up to date by different authors and their innovative internal representation 

techniques of the image [15-36]. 

 

Very similar to the case of QuSP, the idea in back of QuIP is to take a classic image (captured by a digital 

camera or photon counter) and place it in a quantum machine through a classical-to-quantum interface (this 

process is known as preparation of qubits), give some internal representation to the image using the 

procedures mentioned above, perform processing on it (denoising, compression, among others), obtain the 

outcome via quantum measurement, which is the center of the quantum-to-classical interface, and ready. The 

contribution of a quantum machine over a classic machine when it comes to process images it is that the 

former has much more power of processing. This last advantage can handle images and algorithms of a high 

computational cost, which would be unmanageable in a classic machine in a practical sense, at least, this is 

the main idea for the future.  

 

However, the problem of this discipline lies in its genetic, given that QuIP is the daughter of QuIn and DIP, 

thus, we fall into the old dilemma of teaching, i.e.: to teach latin to Peter, we should know more about Latin 

or more about Peter? The answer is simple: we should know very well of both, however in here the mission 

becomes impossible because exists a trade-off between DIP and QuIn, i.e., what is acceptable in QuIn, it is 

(at the same time) inadmissible in DIP. See more detail about this serious practical problem in [37]. 

 

The mentioned problem begins with the quantum measurement, then, if after quantum processing the 

quantum image within the quantum computer, we want to retrieve the result by tomography of quantum 

states, we will encounter a serious obstacle, this is:  
 

if we make a tomography of quantum states in QuIn (even, this can be extended to any method of 

quantum measurement after the tomography) with an error of 6% in our knowledge of the state, this 

constitutes an excellent measure of such state [38–41], but on the other hand, and this time from the 

standpoint of DIP [42-45], an error of 6% in each pixel of the outcome image constitutes a disaster, 

since this error becomes unmanageable and exaggerated noise. So over-whelming is the aforementioned 

disaster that the recovered image loses its visual intelligibility, i.e., its look and feel, and even up to its 

morphology, due to the destruction of edges and textures. 

 

This speaks clearly (and for this purpose, one need only read the papers of QuIP cited above) that these 

works are based on computer simulations in classical machines, exclusively (in most cases in MATLAB® 

[46]), and they do not represent test in a laboratory of Quantum Physics. In fact, if these field trials were 

held, the result would be the aforementioned. We just have to go to the lab and try with a single pixel of an 

image, then extrapolate the results to the entire image and therefore the inconvenience will be explicit. On 

the other hand, today there are obvious difficulties to treat a full image inside a quantum machine, however, 

there is no difficulty for a single pixel, since that pixel represents a single qubit, and this can be tested in any 

laboratory in the world, without problems. Therefore, there are no excuses [37].  

 

Definitely, the problem lies in the hostile relationship between the internal representation of the image 

(inside quantum machine), and the outcome measurement, the recovery of the image outside of quantum 

machine. Therefore, the only technique of QuIP that survives is QuBoIP [47]. This is because it works with 

CBS, exclusively, and the quantum measurement does not affect the value of states. However, it is important 

to clarify that both, i.e., traditional techniques QuIP and QuBoIP share a common enemy, and this is the 

decoherence [1, 47]. 

 

Quantum Fourier Transform (QuFT) - In quantum computing, the QuFT is a linear transformation on 

quantum bits and is the quantum analogue of the discrete Fourier transform. The QuFT is a part of many 

quantum algorithms, notably Shor's algorithm for factoring and computing the discrete logarithm, the 

quantum phase estimation algorithm for estimating the eigenvalues of a unitary operator, and algorithms for 

the hidden subgroup problem. 



The QuFT can be performed efficiently on a quantum computer, with a particular decomposition into a 

product of simpler unitary matrices. Using a simple decomposition, the discrete Fourier transform can be 

implemented as a quantum circuit consisting of only O(n
2
) Hadamard gates and controlled phase shift gates, 

where n is the number of qubits [1]. This can be compared with the classical discrete Fourier transform, 

which takes O(2n
2
) gates (where n is the number of bits), which is exponentially more than O(n

2
). However, 

the quantum Fourier transform acts on a quantum state, whereas the classical Fourier transform acts on a 

vector, so not every task that uses the classical Fourier transform can take advantage of this exponential 

speedup. The best QuFT algorithms known today require only O(n log n) gates to achieve an efficient 

approximation [48]. 

 

Finally, this work is organized as follows: Fourier Theory are outlined in Section 2, where, we present the 

follow concepts: continuous, discrete, and fast Fourier transform. In Section 3, we show the proposed new 

spectral methods with its consequences. Section 4 provides conclusions and a proposal for future works. 
 

2  Fourier’s Theory 

 

In this section, we discuss the tools, which are needs to understand the full extent to QuSA. These tools are: 

Continuous, Discrete (DFT), and Fast Fourier Transform (FFT). These tools are developed until the main 

concept of uncertaintly principle, which is fundamental to understand the theory behind QuSA/FAT.  

 

Another transforms (which are members of Fourier Theory too) like Fractional Fourier Transform (FRFT), 

Short-Time Fourier Transform (STFT), and Gabor transform (GT), make a poor contribution in post to solve 

the problems of the Fourier Theory described in the abstract (i.e., the need for a time-dependent spectrum 

analysis), including (without doubt) to the wavelet transform in general and Haar basis in particular.  

 

At the end of this section it should be clear: what is the ubiquity of QuSA in the context of a much larger, 

modern and full spectral analysis. On the other hand, this section will allow us to better understand the role 

QuSA as the origin of several tools used today in DSP, DIP, QuSP and QuIP. Finally, it will be clear why we 

say that QuSA completes a set of tools to date incomplete. 

 

2.1  DFT and FFT 

 

From all existing versions of the Fourier transform [49-56], that is to say, continuous-time, discrete, 

fractional, short-time (and a particular case of it due to Gabor), and quantum, not forgetting those versions 

based on the cosine [51-56] - in this section - we discuss the main characteristics of classical versions of 

Fourier transforms (including Gabor, and excluding cosine versions), their strengths and weaknesses, and as 

the two do not quite fill a gap in the field of spectral analysis, and in fact, any other tool it has done to date. 

Finally, and in a strict relation to this paper, the unique practice difference between DFT and FFT is their 

computational cost. 

 

2.1.1  Fourier transform 

The Fourier transform decomposes a function of time (a signal) into the frequencies that make it up, 

similarly to how a musical chord can be expressed as the amplitude (or loudness) of its constituent notes. The 

Fourier transform of a function of time itself is a complex-valued function of frequency, whose absolute 

value represents the amount of that frequency present in the original function, and whose complex argument 

is the phase offset of the basic sinusoid in that frequency. The Fourier transform is called the frequency 

domain representation of the original signal. The term Fourier transform refers to both the frequency 

domain representation and the mathematical operation that associates the frequency domain representation to 

a function of time. The Fourier transform is not limited to functions of time, but in order to have a unified 

language, the domain of the original function is commonly referred to as the time domain. For many func-

tions of practical interest one can define an operation that reverses this: the inverse Fourier transformation, 

also called Fourier synthesis, of a frequency domain representation combines the contributions of all the 

different frequencies to recover the original function of time [49]. 



Linear operations performed in one domain (time or frequency) have corresponding operations in the other 

domain, which are sometimes easier to perform. The operation of differentiation in the time domain 

corresponds to multiplication by the frequency, so some differential equations are easier to analyze in the 

frequency domain. Also, convolution in the time domain corresponds to ordinary multiplication in the 

frequency domain. Concretely, this means that any linear time-invariant system, such as a filter applied to a 

signal, can be expressed relatively simply as an operation on frequencies. After performing the desired 

operations, transformation of the result can be made back to the time domain. Harmonic analysis is the 

systematic study of the relationship between the frequency and time domains, including the kinds of 

functions or operations that are "simpler" in one or the other, and has deep connections to almost all areas of 

modern mathematics [49]. 

Functions that are localized in the time domain have Fourier transforms that are spread out across the 

frequency domain and vice versa, a phenomenon known as the uncertainty principle. The critical case for 

this principle is the Gaussian function, of substantial importance in probability theory and statistics as well as 

in the study of physical phenomena exhibiting normal distribution (e.g., diffusion). The Fourier transform of 

a Gaussian function is another Gaussian function. Joseph Fourier introduced the transform in his study of 

heat transfer, where Gaussian functions appear as solutions of the heat equation [49]. 

There are several common conventions (see, [49]) for defining the Fourier transform f of an integrable 

function f :  . In this paper, we will use the following definition: 

 

    2 ixf f x e dx 





  ,     for any real number ξ.          (1) 

 

When the independent variable x represents time (with SI unit of seconds), the transform variable ξ 

represents frequency (in hertz). Under suitable conditions f , is determined by f  via the inverse transform: 

 

    2 ixf x f e d  



  ,     for any real number x.          (2) 

 

The statement that f can be reconstructed from f is known as the Fourier inversion theorem, and was first 

introduced in Fourier's Analytical Theory of Heat, although what would be considered a proof by modern 

standards was not given until much later. The functions f and f often are referred to as a Fourier integral 

pair or Fourier transform pair [49]. 

 

For other common conventions and notations, including using the angular frequency ω instead of the 

frequency ξ, see [49]. The Fourier transform on Euclidean space is treated separately, in which the variable x 

often represents position and ξ momentum. 

Notes: 

- In practice, the continuous-time version of the cosine transform is not used. Therefore, we will omit in 

this work. 

- The properties of the Fourier transform will see in the next subsection, that is, for Discrete Fourier 

Transform (DFT), although only the most relevant in terms of this work. 

- We will not develop here the two-dimensional version of the Fourier transform, if we instead for 

subsequent versions, using the property known as separability [51-56]. 

- Any extension on the Fourier transform shown in [49, 50]. 

 

2.1.2  DFT 

 

In mathematics, the discrete Fourier transform (DFT) converts a finite list of equally spaced samples of a 

function into the list of coefficients of a finite combination of complex sinusoids, ordered by their 

frequencies, that has those same sample values. It can be said to convert the sampled function from its 

original domain (often time or position along a line) to the frequency domain [51]. 
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The input samples are complex numbers (in practice, usually real numbers), and the output coefficients are 

complex as well. The frequencies of the output sinusoids are integer multiples of a fundamental frequency, 

whose corresponding period is the length of the sampling interval. The combination of sinusoids obtained 

through the DFT is therefore periodic with that same period. The DFT differs from the discrete-time Fourier 

transform (DTFT) in that its input and output sequences are both finite; it is therefore said to be the Fourier 

analysis of finite-domain (or periodic) discrete-time functions [51]. 

Since it deals with a finite amount of data, it can be implemented in computers by numerical algorithms or 

even dedicated hardware. These implementations usually employ efficient fast Fourier transform (FFT) 

algorithms; so much so that the terms "FFT" and "DFT" are often used interchangeably. Prior to its current 

usage, the "FFT" initialism may have also been used for the ambiguous term "finite Fourier transform" [51]. 

The sequence of N complex numbers 0 1 1Nx ,x ,...,x   is transformed into an N-periodic sequence of complex 

numbers: 

  
1

2

0

integers
N

ikn / N

k n

n

X x .e , k


 



 Z              (3) 

Each kX is a complex number that encodes both amplitude and phase of a sinusoidal component of 

function nx . The sinusoid's frequency is k cycles per N samples. Its amplitude and phase are: 

   

      

2 2
/ Re Im /

arg atan2 Im Re ln

k k k

k
k k k

k

X N X X N

X
X X , X i ,

X

 

 
    

 

        (4) 

where atan2 is the two-argument form of the arctan function. Assuming periodicity (see Periodicity in [51]), 

the customary domain of k actually computed is [0, N-1]. That is always the case when the DFT is 

implemented via the Fast Fourier transform algorithm. But other common domains are [-N/2, N/2-1] (N 

even) and [-(N-1)/2, (N-1)/2] (N odd), as when the left and right halves of an FFT output sequence are 

swapped. Finally, from all its properties, the most important for this paper are the following [51-56]: 

The unitary DFT - Another way of looking at the DFT is to note that in the above discussion, the DFT can 

be expressed as a Vandermonde matrix, introduced by Sylvester in 1867, 

 

 

 

      

0 100 01

1 110 11

1 0 1 1 1 1

F

N

N N N

N

N N N

N N N N

N N N

  

  

  





   

 
 
 

  
 
 
 

                      (5) 

where 

2 i / N

N e                (6) 

 

is a primitive Nth root of unity called twiddle factor. 

 

While for the case of discrete cosine transform (DCT), we have: 
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 2 /N cos N              (7) 

 

The inverse transform is then given by the inverse of the above matrix, 

 

1 1
F F*

N

                           (8) 

 

For unitary normalization, we use a constant like 1/ N , then, the DFT becomes a unitary transformation, 

defined by a unitary matrix: 

 

 

1

U F/

U U

det U 1

*

N









              (9) 

where det(•) is the determinant function of (•), and (•)
*
 means conjugate transpose of (•).  

All this shows that the DFT is the product of a matrix by a vector, essentially, as follows: 

 

 

 

      
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0 0
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1 1

1 0 1 1 1 1
1 1

N

N N N

N

N N N

N N N N
N N

N N N

X x

X x

X x
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



   
 

    
    
         
    
     

        (10) 

No Compact Support – Based on Eq.(10), we can see that each element kX of output vector results from 

multiplying the kth row of the matrix by the complete input vector, that is to say, each element kX of output 

vector contains every element of the input vector. A direct consequence of this is that DFT scatters the 

energy to its output, in other words, DFT has a disastrous treatment of the output energy. Therefore, no 

compact support is equivalent to: 

 

- DFT has a bad treatment of energy at the output 

- DFT in not a time-varying transform, but frequency-varying transform 

 

Time-domain vs frequency-domain measurements – As we can see in Fig. 1, thanks to DFT we have a new 

perspective regarding to signals measurement, i.e., the spectral viewing [55,56]. 

 

 
 

Fig. 1 Time domain vs frequency domain measurements. 



Both point of view allow us to make a nearly complete analysis of the main characteristics of the signal [51- 

56]. As we can see in Eq.(10), DFT consists in a product between a complex matrix by a real vector (signal). 

This gives us a vector output also complex [55, 56]. Therefore, for practical reasons, it is more useful to use 

the Power Spectral Density (PSD) [51-56]. 

 

On the other hand, if we rewrite Eq.(10), we will have 

 

FX x                      (11) 

where X is the output vector (frequency domain), F is the DFT matrix (see Eq.5), and x is the input vector 

(time domain), then 

 

 
PSD

X . conj X

NFFT L





                        (12) 

 

In Eq.(12), “ . ” means infixed version of Hadamard’s product of vectors [57], e.g., if we have two vectors 

 0 1NA a ,...,a   and  0 1NB b ,...,b  , then  0 0 1 1 1 1N NA. B a b , a b ,..., a b   , while conj(•) means 

complex conjugate of (•), while, “ ” means simply product of scalars. 

 

In DSP, some authors work with the square root of PSD [51-54], and others - on the contrary - with the 

modulus (or absolute value) of X [55, 56], directly. 

 

Spectral analysis - When the DFT is used for signal spectral analysis, the  nx  sequence usually represents 

a finite set of uniformly spaced time-samples of some signal x(t), where t represents time. The conversion 

from continuous time to samples (discrete-time) changes the underlying Fourier transform of x(t) into a 

discrete-time Fourier transform (DTFT), which generally entails a type of distortion called aliasing. Choice 

of an appropriate sample-rate (see Nyquist rate) is the key to minimizing that distortion. Similarly, the 

conversion from a very long (or infinite) sequence to a manageable size entails a type of distortion called 

leakage, which is manifested as a loss of detail (a.k.a. resolution) in the DTFT. Choice of an appropriate sub-

sequence length is the primary key to minimizing that effect. When the available data (and time to process it) 

is more than the amount needed to attain the desired frequency resolution, a standard technique is to perform 

multiple DFTs, for example to create a spectrogram. If the desired result is a power spectrum and noise or 

randomness is present in the data, averaging the magnitude components of the multiple DFTs is a useful 

procedure to reduce the variance of the spectrum (also called a periodogram in this context); two examples of 

such techniques are the Welch method and the Bartlett method; the general subject of estimating the power 

spectrum of a noisy signal is called spectral estimation. 

A final source of distortion (or perhaps illusion) is the DFT itself, because it is just a discrete sampling of the 

DTFT, which is a function of a continuous frequency domain. That can be mitigated by increasing the 

resolution of the DFT. That procedure is illustrated at sampling the DTFT [55, 56]. 

- The procedure is sometimes referred to as zero-padding, which is a particular implementation used in 

conjunction with the fast Fourier transform (FFT) algorithm. The inefficiency of performing multiplica-

tions and additions with zero-valued samples is more than offset by the inherent efficiency of the FFT. 

- As already noted, leakage imposes a limit on the inherent resolution of the DTFT. So there is a practical 

limit to the benefit that can be obtained from a fine-grained DFT. 

 

Summing-up, we summarize the most important advantages and disadvantages of DFT. 

 

Disadvantages: 

- DFT fails at the edges. This is the reason why in the JPEG algorithm (employed in image compression) 

we use the DCT instead of DFT [42-45]. Even, discrete Hartley transform has an outperform to DFT in 

DSP and DIP [42, 43].  
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- No compact support, therefore, to arrive at the frequency domain the correspondence element by element 

between the two domains (time and frequency) is lost, with a lousy treatment of energy.  

- As a consequence of not having compact support, it is not at time. In fact, it moves away from the time 

domain. For this reason, in the last decades, the scientific community has created some palliatives with 

better performance in both domain simultaneously, i.e., time and frequency, such tools are: STFT, GT, 

and wavelets. 

- DFT has phase uncertainties (indeterminate phase for magnitude = 0) [55, 56]. 

- As it arises from the product of a matrix by a vector, its computational cost is O(N
2
) for signals (1D), and 

O(N
4
)  for images (2D). 

   

All this would seem to indicate that it is a bad transform, however, they are its advantages that keep it afloat. 

Then, we describe here only some of them. 

 

Advantages: 

- As the decisions (relative to filtering and compression) are taken in the spectral domain, the DFT is in its 

element for both applications. Although as we mentioned before, given its problem with the edges, we use 

DCT instead DFT. 

- It makes the convolutions easier when we use the fast release of DFT, i.e., FFT. 

- It is separable (separability property), which is extremely useful when DFT should apply to two and 

three-dimensional arrays [42-45]. 

- Given its internal canonical form (distribution of twiddle factors within the DFT matrix), it allows faster 

versions of itself, such as FFT. 

 

2.1.3  FFT 

 

Fast Fourier Transform - FFT inherits all the disadvantages of the DFT, except the computational 

complexity of this. In fact, and unlike DFT, the computational cost of FFT is O(N*log2N) for signals (1D), 

and O((N*log2N)
2
)  for images (2D). For this, it is called fast Fourier transform. 

 

FFT is an algorithm that computes the Discrete Fourier Transform (DFT) of a sequence, or its inverse. 

Fourier analysis converts a signal from its original domain (often time or space) to the frequency domain and 

vice versa. An FFT rapidly computes such transformations by factorizing the DFT matrix into a product of 

sparse (mostly zero) factors [58, 59]. As a result, it manages to reduce the complexity of computing the DFT 

from O(N
2
), which arises if one simply applies the definition of DFT, to O(N*log2N), where N is the data 

size. The computational cost for this technique is never greater than the conventional approach and usually 

significantly less. Further, the computational cost as a function of n is highly continuous, so that linear 

convolutions of sizes somewhat larger than a power of two. 

 

FFT are widely used for many applications in engineering, science, and mathematics. The basic ideas were 

popularized in 1965, but some algorithms had been derived as early as 1805 [60]. In 1994 Gilbert Strang 

described the fast Fourier transform as the most important numerical algorithm of our lifetime [61] and it 

was included in Top 10 Algorithms of 20th Century by the IEEE journal on Computing in Science & Engi-

neering [62].  

 

Overview - There are many different FFT algorithms involving a wide range of mathematics, from simple 

complex-number arithmetic to group theory and number theory; this article gives an overview of the 

available techniques and some of their general properties, while the specific algorithms are described in 

subsidiary articles linked below. 

 

The best-known FFT algorithms depend upon the factorization of N, but there are FFTs with O(N*log2N) 

complexity for all N, even for prime N. Many FFT algorithms only depend on the fact that 
2 i / Ne 

is an N-th 

primitive root of unity, and thus can be applied to analogous transforms over any finite field, such as 

number-theoretic transforms. Since the inverse DFT is the same as the DFT, but with the opposite sign in the 

exponent and a 1/N factor, any FFT algorithm can easily be adapted for it. 



2.1.4  Another transforms members or not of Fourier Theory 

 

- The short-time Fourier transform (STFT), or alternatively short-term Fourier transform, is a Fourier-

related transform used to determine the sinusoidal frequency and phase content of local sections of a signal 

as it changes over time [63, 64]. In practice, the procedure for computing STFTs is to divide a longer time 

signal into shorter segments of equal length and then compute the Fourier transform separately on each 

shorter segment. This reveals the Fourier spectrum on each shorter segment. One then usually plots the 

changing spectra as a function of time [63-67]. 

 

- The Gabor transform (GT) is a special case of the short-time Fourier transform. It is used to determine the 

sinusoidal frequency and phase content of local sections of a signal as it changes over time [64, 67]. This 

simplification makes the Gabor transform practical and realizable, and with very important applications, 

such as: face and fingerprint recognition, texture features and classification, facial expression classification, 

face reconstruction, fingerprint recognition, facial landmark location, and iris recognition [42-45], etc. 

 

- In mathematics, in the area of harmonic analysis, the fractional Fourier transform (FRFT) is a family of 

linear transformations generalizing the Fourier transform [68-81]. It can be thought of as the Fourier 

transform to the n-th power, where n need not be an integer - thus, it can transform a function to any 

intermediate domain between time and frequency. Its applications range from filter design and signal 

analysis to phase retrieval and pattern recognition. 

 

- The wavelet transform (WT) is based on a wavelet series, which is a representation of a square-integrable 

(real-or complex-valued) function by a certain orthonormal series generated by a wavelet. Nowadays, WT 

is one of the most popular candidates of the time-frequency-transformations [82-131]. 

 

Nevertheless, these internal and external improvements to the Fourier Theory (respectively) do not represent 

a practical contribution in determining the spectral components (frequency) of a signal for each instant. 

 

2.2 Fourier Uncertainty Principle  
 

In quantum mechanics, the uncertainty principle [132], also known as Heisenberg's uncertainty principle, is 

any of a variety of mathematical inequalities asserting a fundamental limit to the precision with which 

certain pairs of physical properties of a particle, known as complementary variables, such as energy E and 

time t, can be known simultaneously, although p and x are other important, i.e., position and momentum, 

respectively. They cannot be simultaneously measured with arbitrarily high precision. There is a 

minimum for the product of the uncertainties of these two measurements. Introduced first in 1927, by 

the German physicist Werner Heisenberg, it states that the more precisely the position of some particle is 

determined, the less precisely its momentum can be known, and vice versa. The formal inequality relating 

the uncertainty of energy E  and the uncertainty of time t  was derived by Earle Hesse Kennard later that 

year and by Hermann Weyl in 1928: 

 

/2E t                                        (13) 

 

where ħ is the reduced Planck constant, h / 2π. The energy associated to such system is 

 

E                                      (14) 

 

where  = 2f, being f the frequency, and  the angular frequency. 

 

Then, any uncertainty about  is transferred to the energy, that is to say, 

 

E                                         (15) 

 

Replacing Eq.(15) into (13), we will have, 

https://en.wikipedia.org/wiki/Earle_Hesse_Kennard


/2t                                        (16) 

 

Finally, simplifying Eq.(16), we will have, 

 

1/2t                                        (17) 

 

Eq.(17) say us that a simultaneous decimation in time and frequency is impossible for FFT. Therefore, we 

must make do with decimate in time or frequency, but not both at once. The last four transforms (STFT, GT, 

FrFT, and WT) represent a futile effort -to date- to link more closely (individually) each sample in time with 

its counterpart in frequency in a biunivocal correspondence. That is to say, they are transforms without com-

pact support. Although one of them (WT) sometimes has compact support [82-131]. 

 

3  Quantum Spectral Analysis (QuSA) 

 

3.1  In the beginning … Schrödinger’s equation 

 

3.1.1 Qubits and Bloch’s sphere 

 

The bit is the fundamental concept of classical computation and classical information. Quantum computation 

and quantum information are built upon an analogous concept, the quantum bit, or qubit for short. In this 

section we introduce the properties of single and multiple qubits, comparing and contrasting their properties 

to those of classical bits [1]. The difference between bits and qubits is that a qubit can be in a state other than 

0  or 1 [1, 2]. It is also possible to form linear combinations of states, often called superpositions: 

 
10   ,              (18) 

 
where   is called wave function, 1

22
  , with the states 0  and 1  are understood as different 

polarization states of light. Besides, a column vector   is called a ket vector  
T

  , where, (•)
T
 means 

transpose of (•), while a row vector   is called a bra vector    . The numbers   and   are complex 

numbers, although for many purposes not much is lost by thinking of them as real numbers. Put another way, 

the state of a qubit is a vector in a two-dimensional complex vector space. The special states 0  and 1  are 

known as Computational Basis States (CBS), and form an orthonormal basis for this vector space, being  

 
1

0
0

 
  
 

   and  0
1

1

 
  
 

 

 

One picture useful in thinking about qubits is the following geometric representation. 

 

Because 1
22
  , we may rewrite Eq.(18) as 

 

 0 1 0 1
2 2 2 2

i i ie cos e sin e cos cos i sin sin        
         

   
                  (19) 

 

where 0   , 0 2    . We can ignore the factor of ie   out the front, because it has no observable 

effects [1], and for that reason we can effectively write 

 

0 1
2 2

icos e sin 
                             (20) 

 

The numbers   and   define a point on the unit three-dimensional sphere, as shown in Fig.2. 



 
 

 

Fig. 2 Bloch’s Sphere. 

 

 

Quantum mechanics is mathematically formulated in Hilbert space or projective Hilbert space. The space of 

pure states of a quantum system is given by the one-dimensional subspaces of the corresponding Hilbert 

space (or the "points" of the projective Hilbert space). In a two-dimensional Hilbert space this is simply the 

complex projective line, which is a geometrical sphere. 

 

This sphere is often called the Bloch’s sphere; it provides a useful means of visualizing the state of a single 

qubit, and often serves as an excellent testbed for ideas about quantum computation and quantum informa-

tion. Many of the operations on single qubits which can be seen in [1] are neatly described within the 

Bloch’s sphere picture. However, it must be kept in mind that this intuition is limited because there is no 

simple generalization of the Bloch’s sphere known for multiple qubits [1, 2]. 

 

Except in the case where   is one of the ket vectors 0 or 1 the representation is unique. The parameters 

  and  , re-interpreted as spherical coordinates, specify a point  a sin cos , sin sin ,cos       on the 

unit sphere in 3  (according to Eq.19).  

 

Figure 3 highlights all components (details) concerning the Bloch’s sphere, namely 

 

Spin down =  = 0 = 1

0

 
 
 

= qubit basis state = North Pole      (21) 

and 

 

Spin up =  = 1 = 0

1

 
 
 

= qubit basis state = South Pole       (22) 

 

Both poles play a fundamental role in the development of the quantum computing [1]. Besides, a very 

important concept to the affections of the development quantum information processing, in general, i.e., the 

notion of latitude (parallel) on the Bloch’s sphere is hinted. Such parallel as shown in green in Fig.3, where 

we can see the complete coexistence of poles, parallels and meridians on the sphere, including computational 

basis states ( 0 , 1 ).  

 

Finally, the poles and the parallels form the geometric bases of criteria and logic needed to implement any 

quantum gate or circuit. 



 

Fig. 3 Details of the poles, as well as an example of parallel and several qubit states on the sphere. 

 

 

3.1.2  Schrödinger’s equation and unitary operators 

 

A quantum state can be transformed into another state by a unitary operator, symbolized as U (U : H → H on 

a Hilbert space H, being called an unitary operator if it satisfies † †U U UU I  , where  
†

•  is the adjoint of 

(•), and I is the identity matrix), which is required to preserve inner products: If we transform  and  to 

U   and U  , then †U U     . In particular, unitary operators preserve lengths: 

 

1†U U      , if   is on the Bloch’s sphere (i.e., it is a pure state).                 (23) 

 

On the other hand, the unitary operator satisfies the following differential equation known as the Schrödinger 

equation [1-4]: 

 

   
ˆd i H

U t t ,t U t t ,t
dt


                           (24) 

 

where Ĥ  represents the Hamiltonian matrix of the Schrödinger equation, 2 1i   , and  is the reduced 

Planck constant, i.e., 2h / . Multiplying both sides of Eq.(24) by  t  and setting  

 

     t t U t t,t t                            (25) 

 

Being      U t t,t U t t t U t       an unitary transform (operator and matrix), yields 

 

   
ˆd i H

t t
dt


                           (26) 

 

The solution to the Schrödinger equation is given by the matrix exponential of the Hamiltonian matrix, that 

is to say, the unitary operator: 



 
ˆi H t

U t t,t e
 

    (if Hamiltonian is not time dependent)                  (27) 

 

and 

 

  0

ti
Ĥ dt

U t t,t e



    (if Hamiltonian is time dependent)                  (28) 

 
Thus the probability amplitudes evolve across time according to the following equation: 

 

   
ˆi H t

t t e t
 

     (if Hamiltonian is not time dependent)                     (29) 

 

or  

 

   0

ti
Ĥ dt

t t e t



      (if Hamiltonian is time dependent)                   (30) 

 

The Eq.(29) is the main piece in building circuits, gates and quantum algorithms, being U who represents 

such elements [1]. 

 

Finally, the discrete version of Eq.(26) is 

 

1k k

ˆi H



   ,                        (31) 

 

for a time dependent (or not) Hamiltonian, being k the discrete time. 

 

3.1.3  Quantum Circuits, Gates, and Algorithms; Reversibility and Quantum Measurement  

 

As we can see in Fig.4, and remember Eq.(25), the quantum algorithm (identical case to circuits and gates) 

viewed as a transfer (or mapping input-to-output) has two types on output:  

a) the result of algorithm (circuit of gate), i.e., 
n , with n k   and 0k   

b) part of the input 
0 , i.e., 

0
 (underlined 

0 ), in order to impart reversibility to the circuit, which is a 

critical need in quantum computing [1]. 

 

 

Fig. 4 Module to measuring, quantum algorithm and the elements needs to its physical implementation. 



Besides, we can see clearly a module for measuring 
n  with their respective output, i.e., 

n pm
  (or, 

n  

post-measurement), and a number of elements needed for the physical implementation of the quantum 

algorithm (circuit or gate), namely: control, ancilla and trash [1].  
 

In Fig.4 as well as in the rest of them (unlike [1]) a single fine line represents a wire carrying 1 qubit or N 

qubits (qudit), interchangeably, while a single thick line represents a wire carrying 1 or N classical bits, 

interchangeably too. However, the mentioned concept of reversibility is closely related to energy consump-

tion, and hence to the Landauer’s Principle [1]. 
 

On the other hand, computational complexity studies the amount of time and space required to solve a 

computational problem. Another important computational resource is energy. In [1], the authors show the 

energy requirements for computation. Surprisingly, it turns out that computation, both classical and quantum, 

can in principle be done without expending any energy! Energy consumption in computation turns out to be 

deeply linked to the reversibility of the computation. In other words, it is inexcusable the need of the 

0
 presence to the output of quantum gate [1].  

 

On the other hand, in quantum mechanics, measurement is a non-trivial and highly counter-intuitive process. 

Firstly, because measurement outcomes are inherently probabilistic, i.e. regardless of the carefulness in the 

preparation of a measurement procedure, the possible outcomes of such measurement will be distributed 

according to a certain probability distribution. Secondly, once the measurement has been performed, a 

quantum system in unavoidably altered due to the interaction with the measurement apparatus. Consequen-

tly, for an arbitrary quantum system, pre-measurement and post-measurement quantum states are different in 

general [1]. 

 

Postulate. Quantum measurements are described by a set of measurement operators  mM̂ , index m labels 

the different measurement outcomes, which act on the state space of the system being measured. Measu-

rement outcomes correspond to values of observables, such as position, energy and momentum, which are 

Hermitian operators [1] corresponding to physically measurable quantities. 

 

Let   be the state of the quantum system immediately before the measurement. Then, the probability that 

result m occurs is given by 

 
†

m m
ˆ ˆp( m) M M                           (32) 

 

and the post-measurement quantum state is 

 

m

pm †

m m

M̂

ˆ ˆM M


 

 

                          (33) 

 

Operators 
mM̂  must satisfy the completeness relation of Eq.(34), because that guarantees that probabilities 

will sum to one; see Eq.(35) [1]: 

 
†

m mm

ˆ ˆM M I                          (34) 

 

1†

m mm m

ˆ ˆM M p( m )                           (35) 

 

Let us work out a simple example. Assume we have a polarized photon with associated polarization 

orientations ‘horizontal’ and ‘vertical’. The horizontal polarization direction is denoted by 0  and the verti-

cal polarization direction is denoted by 1 .  



Thus, an arbitrary initial state for our photon can be described by the quantum state 10    

(remembering Subsection 3.1.1, Eq.18), where   and   are complex numbers constrained by the 

normalization condition 1
22
  , and  0 1,  is the computational basis spanning 2 . Then, we 

construct two measurement operators 
0 0 0M̂   and 

1 1 1M̂   and two measurement outcomes 
0 1,a a . 

Then, the full observable used for measurement in this experiment is 
0 10 0 1 1M̂ a a  . According to 

Postulate, the probabilities of obtaining outcome 
0a  or outcome 

1a  are given by 2

0p( )a   and 2

1p( )a  . 

Correspon-ding post-measurement quantum states are as follows: if outcome = 
0a , then 0

pm
  ; if 

outcome = 
1a  then 1

pm
  . 

 

3.2  QuSA properly speaking 

 

The Eq.(26) represents the Schrödinger equation, which we are going to write it in a better way, so as to 

simplify notation 

  

     t i t t                            (36) 

 

where    
d

t t
dt

    and  
 Ĥ t

t  , being  the angular frequency matrix, and Ĥ  the Hamiltonian 

matrix. Both time dependents, simultaneously, i.e., at each instant, we will have a matrix.  

 

On the other hand,  depends on the respective –non relativistic– system, that is to say, where the most 

general form for one qubit is 

 

 
   

   
11 12

21 22

t t
t

t t

  
   

  

                      (37) 

 

Two interesting particular cases are represented by 

 

 
 

 
1

2

0

0

t
t

t

 
   

 

                                  (38) 

 

and 
 

 
 

 
     

0 1 0

0 0 1

t
t t t I t

t

   
             

                              (39) 

 

being I the identity matrix. Thus, replacing Eq.(39) in Eq.(36), we will have, 

 

     t i t t     .                                  (40) 

 

Now, we multiply both sides (by left) of Eq.(40) by  t , 

 

         t t i t t t       .                                 (41) 

 

Finally,  t results, 

 
   

   

t t
t i

t t

 
 

 
.                                               (42) 



Equation (42) represents QuSA for the monotone case. Now, and considering Equations (36) and (37), where 

 represents an irreducible matrix, then, we are going to multiply both sides (by right) of Eq.(36) by  t , 

therefore, 

 

         t t i t t t                             (43) 

 

Finally,  t results, 

 

         

   

1

†

t i t t t t

i t t



       

  

                      (44) 

 

where  

 

       
1

†t t t t


      
 (is the pseudoinverse of  t )                  (45) 

 

Equation (44) represents QuSA for the multitone case, although in practice it is not used. 
 

3.3  Frequency at time (FAT) 
 

Once we have arrived to the classical world (after the collapse of the wave function), we can then apply an 

adaptation of QuSA to classical signals called frequency at time (FAT). In fact, the experimental evidence 

indicates that FAT give us the frequency of that classical signal at each time. Curiously, this concept is 

extensive to quantum signals too, including the case of classical and quantum images. 
 

3.3.1  For signals 
 

In the classical version of Eq.(42) we are going to replace qubits by samples of a real signal, therefore, inner 

products disappear, and the classical version of Eq.(42) in a symbolic form is 
 

 
 

   

 
1 S t S t

t i i
S t t S t


  


,                                              (46) 

 

where  
 S t

S t
t





, and S is a signal defined in N , being N the size of the signal, and   the frequency 

(before -in the context of Schrödinger equation- it is the imaginary angular frequency). Moreover, in certain 

cases Eq.(46) will be, 
 

 
 

   

 
1 S t S t

t i i
S t t S t


  


,                                              (47) 

 

This happens because for gate (square signal with a flank with infinite slope in the transition) and semi-gate 

(square signal with a flank with finite slope in the transition) Eq.(46) and (47) give identical results. On the 

other hand, and appealing (for simplicity) to the discrete version of  , we will have, 
 

i S . / S  ,                                                            (48) 

 

where “ . / ” represents the infixed version of Hadamard’s quotient of vectors [57],  0 1 2 1NS s s s s   is a 

signal of N samples,  0 1 2 1NS s s s s   is its derivative, and  0 1 2 1N     . That is to 

say, for each sample, we will have, 

 

 0 1n n ni s / s n ,N     , being:  1 1 2n n ns s s /    , and n the discrete time.                (49) 



Equation (49) is the discrete version of   in its most inapplicable form, given that this is not applicable in 

cases where the denominator is zero (although unlike the FFT,  has a definite value in FAT via a simple 

correction), without mentioning that   is an imaginary operator to be applied to real signals. Therefore, 

this form is called raw version. To overcome this drawback, we use an enhanced version based on root mean 

square (RMS) of the signal, as the following, 
 

RMS RMSi S / s  ,                                                           (50) 

 

where 
RMSs  –in its discrete form- is defined as follows [133]: 

 
1

2

0

1 N

RMS n

n

s s
N





  ,                                                           (51) 

 

with, 
 

n,RMS n RMSi s / s  ,                                                           (52) 

 

 0 1n ,N   . On the other hand, and to save the fact that   is an imaginary operator to be applied to 

real signals, we will use (based on Eq.48) a more pure and useful version of frequency at time (FAT), i.e.: 

 

 

   

1

. conj

i S. / S . conj i S. / S

S
S. / S S . / S

S t

    

 


  



                                 (53) 

 

Being  0 1 2 12 Nf / f f f f        , the frequencies in hertz. Besides,   is now a real operator to be 

applied to real signals. Remember that, this version (the original) depends on a possible denominator equal to 

zero, therefore, we will use (based on Eq.50) the next version directly dependent on the frequency: 
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                                                        (54) 

 

that is to say, 
 

 
1

0 1
2

n,RMS n RMSf s / s , n ,N    


                                                                     (55) 

 

Note: if 0RMSs  , that means that the complete signal S is null in all its samples (i.e., 0ns  ,  0 1n ,N   ) 

then 0n,RMS  , and hence,  0 0 1n,RMSf , n ,N     . In that case, we don’t need spectral analysis. 

 

Example - Next, we will implement the RMS version of FAT to a signal as shown in Fig.5, which is an 

electrocardiographic (ECG) signal of 80 pulses per second, with 256 samples per cycle. Top of Fig.5 shows 

the ECG, while its down shows the waterfall of ECG signal, where the positive peaks are clear, the negative 

peaks are dark, and the intermediates are gray. 

 

On the other hand, Fig.6 shows the same signal of Fig.5, i.e., ECG of 80 cycles per second, with 256 samples 

per cycle, however, in this case: ECG signal in blue, and FAT in red with their respective scales, i.e., ECG 



scale in blue to the left and FAT scale in red to the right. It is important to mention that the bottom of the 

figure shows a sequence of witness bars [134]. The distribution of such witness bars is in each case the FAT 

itself, that is to say, the accumulation of said bars has to do with the flanks of the original signal, in other 

words, the most pronounced flanks accumulate more bars, while less steep flanks accumulate less bars [134]. 

This indicates us that the bars are witnessing an indirect flank detection, and thanks to FAT, and the existing 

spectral components thanks to the steep flank [134]. 

 

As we can see in Fig.6, FAT is a flank detector, i.e., it reacts with the spectral components which are 

represented by the degree of inclination of flanks in time. Finally, in Fig.6, we can notice that the FAT 

reaches the maximum where the signal has more pronounced flanks. 

 

 

 

 

Fig. 5 Top: electrocardiographic signal. Down: its waterfall. 
 

 

Finally, in [134] we can find several complementary versions of FAT for signals and images. Such versions 

implies the overlapping of samples (for signals) or pixels (for images) which are part of a mask (of the 

convolution type). In fact, this feature was used in both examples of this paper. However, it is important to 

clarify the existence of another versions based on no-overlapping mask, which generate approximation sub-

bands (low frequency) and detail (high frequency), being very useful in many other applications [134]. 



 

Fig. 6 Here, we have an ECG signal of 80 cycles per second, with 256 samples in blue, the FAT in red and a sequence 

of witness bars in blue at the bottom of the figure. The distribution of such witness bars is in a perfect relationship with 

the flank of the ECG signal, i.e., the most pronounced flanks accumulate more bars, while less steep flanks accumulate 

less bars, in a perfect harmony with the peaks of FAT. 

 

 

3.3.2  For images 

 

In the classical version of Eq.(42) but in the 2D case, and for each color channel (i.e., red-green-blue), we are 

going to replace qubits by pixels of a real image, therefore, FAT for this case is represented by three 

directional components, depending on the direction of each derivative for each color. 
 

Consequently, the image is padded depending on the value of the mask (M = 3), i.e., if the image (e.g., red 

channel: IR) has a ROW-by-COL size, then, IR,P (padded IR) will have a (ROW+2L)-by-(COL+2L) size, 

where L = (M-1)/2. Therefore, the original image IR will be in the middle of the padded image IR,P, which will 

have four lateral margins of L size to each side of IR composed exclusively by zeros. 
 

Besides, we will have two masks, namely: 

 

 1 01

2
HN


 ,    (horizontal mask), and                      (56) 

 
T

V HN N ,    (vertical mask).                       (57) 

 

The procedure begins with a two-dimensional convolution (first horizontal and then, vertical rafters) between 

NH and IR,P, i.e.,   
 

H H R,PI N I                           (58) 

 

After that, we continue with another two-dimensional convolution (first vertical and then, horizontal rafters) 

between NV and IR,P, i.e., 

 

V V R,PI N I                         (59) 

 

Finally, I is obtained via Pythagoras between IH , and IV , that is to say, 

 
2 2

H VI I I                         (60) 



Then, we obtain the two-dimensional version of Eq.(47), that is,  

 

i I . / I  ,                                                            (61) 

 

While, for each pixel, we will have, 

 

   1 1r ,c r ,c r ,ci I / I r ,ROW ,and c ,COL                         (62) 

 

Similar to signal case, Eq.(62) is the discrete version of   in its most inapplicable form, given that this is 

not applicable in cases where the denominator is zero (although unlike the FFT,  has solution), without 

mentioning that   is an imaginary operator to be applied to real images. Therefore, this form is called raw 

version. To overcome this drawback, we use an equalized version (because it is the most practical case for 

images), as the following, 

 

eq eq eqi I . / I  ,                                                           (63) 

 

where subscript “eq“ means equalized. In general, we will pass each pixel of each channel of color of I from 

[0,2
8
-1] to [1, 2

8
]. 

 

On the other hand, and to save the fact that   is an imaginary operator to be applied to real images, we will 

use (based on Eq.61) a more pure and useful version of frequency at time (FAT), i.e.: 

 

 

   
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i I . / I . conj i I . / I

I . / I I . / I
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 

                                 (64) 

 

Being 2f /    a matrix of ROW-by-COL frequencies in hertz, besides, I I , because all values of 

each color channel are positive. Remember that, this version (raw) depends on a possible denominator equal 

to zero, therefore, we will use (based on Eq.63) the next version directly dependent on the frequency: 
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                                                        (65) 

 

Note: here too, 
eq eqI I , because all values of each color channel are positive. 

 

Example - Next, we will implement the seen version, for which, we select a color image, i.e.: Angelina, a 

picture of 1920-by-1080 pixel with 24 bpp. See Fig.7. 

 

Figure 8 show us the FAT over Angelina for the equalized version, where (first column, first row) is the 

original image, (second column, first row) is for red channel, (first column, second row) is for green channel, 

and (second column, second row) is for blue channel. Besides, in this figure, we can see the texture and 

edges of the different color channels thanks to FAT. The same set of images show us Regions of Interest 

(ROIs), which include ergodic areas with a notable impact in the filtering (denoising) and compression 

contexts.  

 

On the other hand, the FAT by each color indicate us the weight of this one over the main morphological 

characteristics of the image. 



 
 
Fig. 7 Angelina: 1920-by-1080 pixels, with 24 bpp. 

 

 

On the other hand, an important aspect to mention is that although Fig.7 and 8 have different scales, howe-

ver, the amount of pixels is the same, i.e., FIL-by-COL. Besides, for the three color channel we have mani-

pulated the brightness and contrast for better display scroll of them. Finally, FAT permit us to observe spec-

tral components per pixel by color with a particular emphasis in texture and edges, which are notably impor-

tant in applications such as visual intelligence for computer vision, image compression [134], filtering (deno- 

ising) [134], superresolution [134], forensic analysis of images, image restoration and enhancement [42-45]. 

 

 

  

  
 
Fig. 8 FAT over Angelina for the equalized version, where (first column, first row) is the original image, (second 

column, first row) is for red channel, (first column, second row) is for green channel, and (second column, second row) 

is for blue channel. 



As we can see from the above example for signals, the effect of indeterminate FAT when the sample is a 

value equal to 0 has solution, through the RMS version. Instead, the effect of indeterminate angle (phase) 

when magnitude = 0 in FFT has no solution [135-138]. Besides, while FFT has no compact support, FAT has 

it. The latter brings about a lousy treatment of energy by FFT, and an excellent treatment of it by the FAT, to 

the output of both procedures. Another important comparative aspect between FFT and FAT is the poor 

performance of the FFT at the edges (both signals and images), whereby the FFT is replaced by the Fast 

Cosine Transform (FCT) in applications of compression and filtering [42-45]. This problem does not exist in 

FAT. Besides, the FAT acts as a detector [134], which indicates that encode for the case of compression by 

the witness bar, similar to PPM or nonlinear sampling [139]. In this sense, it is very convenient to use the 

bars witness both rows and columns on pictures as a new type of profilometry instead of histograms [42-45], 

or complementing these [134]. Moreover, the advantages of nonlinear sampling are obvious in the reduction 

of consumed frequency in communications and signal compression [139]. 

 

Other relevant advantages of FAT regarding to FFT are: 

- FAT give us an instant notion of the spectral components of the signal or image. In other words, FAT 

demonstrates directly responsibility of flanks on the characteristics and values of such spectral components. 

- FAT is responsive to ergodicity, the regions of interest (ROIs), textures, noises, flanks or edges tilt and 

their relationship with Shannon and Nyquist for nonlinear sampling for Communications [139]. 

- FFT loses the link with time (because, it doesn’t have compact support) [134]. 

- FAT can be calibrated and related with FFT, easily. See Figures (9) and (10). 

- FAT gives frequency in terms of time, directly, i.e.,  ( ) ( ) 2f t t /   . 

- Two-dimensional QuSA/FAT is directional, and via Pythagoras it is consistent with the idea of directional 

QuSA for images and N-dimensional arrays. 

- In the case of FAT, the convolution mask is (in themselves) a direct filtering processes (denoising). We can 

see in detail that in [134]. 

- In FAT, everything is parallelizable: in that case the use of General-purpose graphics processing units 

(GPGPUs) is recommended [140], and, in fact, FAT is faster than FFT on them. 

- In FAT, the Hamiltonian's basal tone [1] is associated with the spectral bands directly. This fact makes 

calibration be considerably easier, as simple as tuning an instrument. In fact, FAT is known as the spectral 

analyzer of the poor people. 

- Flank detection is equivalent to edge detection in visual intelligence. Besides, FAT detects the sign change 

and texture and thus assess how compress. Otherwise, FAT permits a nonlinear sampling more efficient 

than the traditional linear sampling regularly employed, all this from the point of view of the Information 

Theory [1]. In fact. QuSA/FAT can perform edge detection equal or better than methods Prewitt, Roberts, 

Sobel and Canny [134]. Although you can easily prove that all of them derive from QuSA/FAT.  

- Figure 9 shows in symbolic way both complementarity as the perfect linkage between the two theories, i.e., 

FFT and QuSA/FAT, instead, Fig.10 shows us such complementarity and linkage in a rigorous form. 

 

Both graphs clearly show a quadrature between FFT and FAT via equalization. 

 

FFT and FAT give information about the same physical element, i.e., the frequency, but in a very different 

way, in fact, FAT is far superior and accurate (in its ambit) regarding FFT. Besides, unlike FFT, FAT has 

compact support. However, both are complementary. 

 

Thanks to these two tools (FFT and FAT) we can get the whole universe linked to spectral and temporal 

analysis (simultaneously) of a signal, image or video. Therefore, we can locate (indirectly) to the FFT at the 

exact time of the signal by its components. This fact implies a significant advance in the Fourier’s theory 

after almost two and a half centuries. 

 

Since in signals it becomes much more evident everything said, a conspicuous proof (which certifies every-

thing said) is constituted by the following figures (11, 12 and 13). 



 
 

Fig.9 Symbolic relationship between FAT and FFT (PSD). 

 

 

 
 

Fig.10 Rigorous relationship between FAT and FFT (PSD). 



 
 
Fig.11 Original signal is a sine with a frequency of 5 Hertz. 

 

 

 
 
Fig.12 Original signal is a semi-gate with a frequency of 5 Hertz. 

 

 

In Fig.11 we have a sine of 5 cycles with 1024 samples, in Fig.12 we have a train of semi-gates of 4 cycles 

with 1024 samples, and in Fig.13 we have a non stationary signal with 1024 samples too. In all of them, we 

can see (after equalization) the coincidence between the maximum frequency of PSD with the peaks of FAT. 

 

The most relevant aspect regarding this comparison is the fact that FFT and FAT work clearly in quadrature, 

which is a perfect complement. In fact, this complement allows to complete the indispensable toolbox 

required in the spectral analysis of signals, images, and video. 



 
 
Fig.13 Original signal is a non stationary series. 

 

 

An important aspect -at this point- we can see it in Fig.12, where we talk about a semi-gate signal. The 

question is: why do we say of semi-gate instead of gate directly? The answer is in the Fig.14, where we show 

in detail a few samples of the semi-gate of the Fig.12. 

 

 

 
 
Fig.14 Some samples of Fig.12 (in detail). 

 

 

Figure 14 shows us -in detail- the distance between two samples of Fig.12 which is a signal simulated (in 

blue) in MATLAB® code: 

 
% Initial parameters 
f = 8; % frequency 
overSampRate = 30;       
fs = overSampRate*f; % sampling frequency 
nCyl = 4; % number of cycles 
NFFT = 1024; % number of points of FFT 
nfft = NFFT/8; 
t = 0:nCyl*1/f/(NFFT-1):nCyl*1/f; % time axis 
x = [ zeros(1,nfft) ones(1,nfft) zeros(1,nfft) ones(1,nfft) zeros(1,nfft) ones(1,nfft) zeros(1,nfft) ones(1,nfft) ]; % signal 
 
% Calculation of FFT 
L = length(x); % length of signal 
X = fftshift(fft(x,NFFT)); 
PSD = X.*conj(X)/(NFFT*L); 
fVals = fs*(0:NFFT/2-1)/NFFT; % frequency axis 



% Calculation of FAT 
x_RMS = sqrt(x*x'/L);  
xp = [ x(L) x x(1) ]; % padding for a cyclic signal. For a non-cyclic signal is xp = [ 0 x 0 ]; 
dx = []; 
for n = 1:L 
  dx(n) = (xp(n+2)-xp(n))/2; 
end 
FAT = abs(dx)/x_RMS/2/pi; 
FAT = (FAT-min(FAT))/(max(FAT)-min(FAT))*(max(fVals)-min(fVals))+min(fVals); 
 
subplot(221),plot(t,x,'b','LineWidth',2) 
axis([ 0 nCyl*1/f min(x) max(x) ]) 
title('signal') 
xlabel('time in [seconds]') 
 
subplot(223),plot(t,FAT,'g','LineWidth',2) 
axis([ 0 nCyl*1/f min(FAT) max(FAT) ]) 
title('FAT') 
xlabel('time in [seconds]') 
ylabel('frequency in [hertz]') 
 
subplot(224),plot(PSD(NFFT/2+1:NFFT),fVals,'r','LineWidth',2) 
title('PSD') 
ylabel('frequency in [hertz]') 

 

 

Clearly, t 0  (then,  ), as we can see in Fig.14. In fact, t = nCyl*1/f/(NFFT-1). This is the reason 

why we speak of semi-gate signal instead of gate. Instead, if we have t = 0 (then,  ), then, we will 

speak of a gate signal. 
 

On the other hand, the distribution of the witness bars is consistent with the possibility of locating a particle 

by the wave function, or rather, the probability distribution that arises from this function. 

 

Given the signal y = f (t), the witness bars [134] arise as follows: 

1. N equidistant lines are distributed along the ordinate axis 

2. In those settings where these lines intercept the signal, we identify the projections on the axis of 

abscissae. At these points we place the witness bars, which (if the signal is nonlinear) shall be 

separated in a not equidistant way depending on the flanks of the signal at each point. This is a 

nonlinear sampling itself. 

 

Some final considerations:  

- The transition from QuSA to FAT represents the collapse of the wave function, i.e., from vector to scalar at 

each moment. 

- Hamiltonian is real, i.e., it isn’t hermitic for a confined single particle 

- QuSA/FAT can be used in time filtering 

- The frequency of a pure tone (sine) is proportional to its higher slope derivative. Instead, if the signal is a 

gate, FAT will be infinite on the flanks, then, the density of the witness bars is infinite too in these flanks. 

This is very useful for a better understanding of Sampling and Nyquist theorems [139]. 

- Like the FFT, the FAT will help in the development of new algorithms for signal, image and video 

compression, replacing or complementing to FFT or DCT in new versions of, MP3 (audio [141]), JPEG 

(images [142]) and, H.264 and VP9 (video [143-148]). 

- Unlike FFT, FAT does not require decimation in time or frequency. 

- For one-dimension FFT has a computational cost of O(N*log2(N)), and FAT of O(N). 

- For two-dimensions FFT has a computational cost of O(N
2
*log2(N)

2
), and FAT of O(N

2
). 

- For two-dimensions FFT has a computational cost of O(N
3
*log2(N)

3
), and FAT of O(N

3
). 

- Being so simple, FAT is easily implementable in software, Field-programmable gate array (FPGA) [149], 

GPGPU [140], firmware [150], and Advanced RISC Machine (ARM) architecture [151]. 



3.4  QuSA/FAT Uncertainty Principle 
 

From Eq.(53) at each instant (without subscript by simplicity), we have, 
 

1 S

S t





                                                (66) 

 

With a simple clearance, thus, 

 

S
t

S


                                                  (67) 

 

If we have present Eq.(17), then 
 

1/ 2
S

t
S


                                                  (68) 

 

Based on Fig.15, if we define a quantum signal as a qubit sequence, and remembering Equations (21) and 

(22) of Section 3.1.1, spin-down is, 0  , and spin-up is 1  , then, we will have:  

- top-left: a threshold from zero to one for a classical signal (two states) 

- top-right: a threshold from zero to one for a classical signal (four states) 

- bottom-left: a threshold from zero to one for a quantum signal (two states) 

- bottom-right: a threshold from zero to one for a quantum signal (four states) 
 

In the four cases, the flank responsible of state transition happens in an instant, i.e., 0t  . In fact, if we 

combine Eq.(15) and (66), we will have the E according to QuSA/FAT, that is to say, 
 

S
E

S t


 


                                                (69) 

 

Besides, from Eq.(68) we can see a trade-off between   and t , therefore, if 0t  , then,  , and 

hence, E  . See Eq.(17), (68) and (69). The fact that E   does not mean that energy E  , nothing 

to do. It only means that FAT is infinite, nothing more. On the other hand, if  (and hence, E  ) 

then 0t  . In fact, Fig.15 is and extreme case of Fig.12, with 0t   and hence  . Therefore, this 

signal is indeed a gate. 
 

 

  
 

Fig.15 Flank transitions for a gate signal with t = 0, so that on the top we have classical signals (i.e., sequence of bits), 

on the bottom we have quantum signals (i.e., sequence of qubits). 

 

 

On the other hand, if we apply FAT on a channel, and considering that such channel would allow the 

survival of such type of signals, i.e., infinite frequency thanks to instantaneous transitions or flanks, then 

Eq.(68) can be rewritten as, 



1/ 2FR TL  ,                                                            (70) 

 

where FR is the acronym of frequency, while TL is the acronym of time-latency. This means that this 

instantaneous change or flank generates spectral components with infinite frequency. At this point, it is 

necessary a better analysis of different aspects regarding the nature and origin of the channel for a more deep 

understanding of QuSA/FAT on classical and quantum channels. 

 

Another important concept regarding to QuSA/FAT comes up from Eq.(68). That equation shows us the 

trade-off between t  and  , through which the change in one drag the change in the other. That is to say, 

we have seen that if 0t   then  , and instead, if  , then 0t  . And even more important, 

this attribute of functional dependence is interchangeable. This very strong dependence from Heisenberg 

Uncertaintly Principle [132] with the mentioned characteristics ensures the projection of FAT on elements as 

important of Quantum Physics as is the Quantum Entanglement [1-3], in particular, in the latter's implication 

in Quantum Communication [152-155]. 

 

4  Conclusions and future works 

 

This work began with an extensive tour on traditional spectral techniques based on Fourier’s Theory, without 

compact support and completely disconnected from the link between time and frequency (this tour included 

WT which sometimes has compact support), and the responsibility of each flank with respect to final spectral 

components of a signal, image or video. For that reason QuSA/FAT was created, i.e., to cover such space 

and also as a complement to the aforementioned Fourier’s Theory, in particular, FFT. A simply comparison 

between QuSA/FAT and FFT sheds some initial conclusions, which can be seen synthesized in Table I. 

 

Moreover, when the wave function collapses, we pass from QuSA to FAT. This point is essential, because of 

this begins to be necessary to use the Hadamard’s quotient of vectors [57], among others practical concepts. 

 

At this point, it is important to mention that the applications of FAT are obvious, e.g.:   

- It’s a support and it allows a better understanding of the Information Theory and Quantum Information 

Theory aimed at improving current signal, image a video compression algorithms, and develop new. 

- Its applications range from filter design and signal analysis to phase retrieval and pattern recognition. 

- It’s an excellent complement to Spectrogram in speech processing [7, 137, 138]. 

- It’s very useful in radar signals analysis, analysis of phase migration in Synthetic Aperture Radar (SAR) 

raw data, Radioastronomy, sonar, etc. 

- It’s particularly useful in analysis of time-varying spectral characteristics 

- It represents a major contribution in Signals Intelligence (SIGINT), Imagery Intelligence (IMINT), and 

Communications Intelligence (COMINT) up to day. 

- It retains a direct relationship with compressed sensing 

- Time series analysis: as a complement of moving average, time analysis of stock exchange, etc 

- Biomedical signal and image analysis: electrocardiograph, electroencephalography, evoked potential, brain 

computer interface 

- Study of seismic signals, in general, and, earthquakes, in particular 

- Bioinformatics: Signal Processing for DNA Sequence Analysis 

- Analysis, synthesis, and speech recognition 

- Nonlinear spectral analysis 

- Conditioning of acoustic spaces 

- Quantum Chaos 

- Besides, its applications are obvious in a fine processing signal, namely: power spectral density (with a 

strict sense of time); frequency-hopping spread spectrum; analysis of stationarity; nonlinear sampling for a 

most efficient compression schema instead of linear sampling, among many others, see [134]. 

 

As we have already said, BAS is an extraordinary tool to assess the importance of the flanks (or edges) in a 

compression process weighting in real time and sample by sample (or pixel by pixel) the importance of 

temporal spectral components in the final result. 



TABLE I 

COMPARISON BETWEEN FFT AND FAT 

Characteristics FFT FAT 

Separability Yes Yes 

Compact support No Yes 

Instantaneous spectral attributes No Yes 

1D computational cost O(N*log2(N)) O(N) 

2D computational cost O(N
2
*log2(N)

2
) O(N

2
) 

Energy treatment Disastrous Excelent 

Decimation In time or frequency It does not require 

Parallelization No Yes 

 

 

Finally, and as we have seen, FFT doesn’t have compact support, therefore, we say that FFT is a non-local 

process, while, FAT has compact support, so that, we say that FAT is a local process, with all that this 

indicates when we apply this tool to the study of the quantum entanglement. 
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