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Abstract—This paper revisits the failure temporal independence hypothesis which is omnipresent in the analysis of resilience methods for HPC. We explain why a previous approach is incorrect, and we propose a new method to detect failure cascades, i.e., series of non-independent consecutive failures. We use this new method to assess whether public archive failure logs contain failure cascades. Then we design and compare several cascade-aware checkpointing algorithms to quantify the maximum gain that could be obtained, and we report extensive simulation results with archive and synthetic failure logs. Altogether, there are a few logs that contain cascades, but we show that the gain that can be achieved from this knowledge is not significant. The conclusion is that we can wrongly, but safely, assume failure independence!

I. INTRODUCTION

This work revisits the failure temporal independence hypothesis in HPC (High Performance Computing) systems. Assuming failure temporal independence is mandatory to analyze resilience protocols. To give a single example: the well-known Young/Daly formula for the optimal checkpointing period [25], [8] is valid only if failure inter-arrival times, or IATs, are IID (Independent and Identically Distributed) random variables. We aim at providing a quantitative answer to the following question: to what extent are failures temporally independent? We base our analysis on publicly available failure logs from LANL [16], [15] and Tsubame [24]. We show that a previously proposed approach based on degraded intervals [4] leads to incorrect results, and we propose a new algorithm to detect failure cascades, based on the study of pairs of consecutive IATs. This new algorithm is used for the largest six public logs at our disposal, and we detect cascades in one log for sure, and possibly in a second one. The first conclusion is that it is wrong to assume failure independence everywhere!

The next question is to assess which gain can be achieved when equipped with the knowledge that failure cascades are present in some logs (and in real life, on some large-scale execution platforms). We design and compare several cascade-aware checkpointing algorithms. Four algorithms are simple periodic algorithms, with a constant checkpointing period obeying the Young/Daly formula \( \sqrt{2C/\mu} \); they differ by the value chosen for the MTBF \( \mu \). The choices for \( \mu \) are: (i) the MTBF of the entire log; (ii) the MTBF of the log expunged of failures present in degraded intervals [4]; (iii) the MTBF of the log expunged of failures whose IATs belong to the first quantile (our new algorithm); and (iv) a brute-force algorithm that searches all possible periods (used for reference). The remaining seven algorithms are more sophisticated in that they use two different regimens: a normal regimen for failure-free segments, with a large checkpointing period; and a degraded regimen which is entered after a failure, with a smaller checkpointing period to cope with potential cascades. We compare different versions based upon the work in [4] and upon our new cascade detection algorithm. Finally, we use brute-force methods and oracle-based solutions to fully quantify the maximum gain that could be achieved with omniscient knowledge of forthcoming failures. Altogether, the overall conclusion is that there is not much to gain from the knowledge of failure cascades: we can just ignore them without any significant overhead. The second and final conclusion is that we can wrongly, but safely, assume failure independence! The main contributions of this work are:

- The correct evaluation of the method in [4] to detect failure cascades (Section III-A);
- A novel method to detect failure cascades, based on the quantile distribution of consecutive IAT pairs (Section III-B);
- The design and comparison of several cascade-aware checkpointing algorithms to assess the potential gain of cascade detection (Sections IV-A and IV-B);
- Extensive evaluation via archive and synthetic logs of all algorithms (Section V).

In addition to the above sections, Section II reviews relevant related work, and Section VI provides concluding remarks.

II. RELATED WORK

Reliability is key to future extreme-scale HPC systems. The de-facto standard approach, namely the coordinated checkpointing protocol [7] has been recently extended in several directions, such as hierarchical checkpointing [6], in-memory checkpointing [26], [19], or multi-level checkpointing [18], [5], to quote just a few. To develop better solutions and reliability techniques, it is important to understand and characterize failure behavior. Indeed, failure characteristics can be used to inform failure predictors [9], [3], or to improve fault-tolerance techniques [12], [11], [23].
In their seminal work, Young [25] and Daly [8] assume that failure IATs are IID and follow an Exponential probability distribution. This assumption was key to derive their famous formula for the optimal checkpoint interval. Other distributions have been considered, such as Weibull distributions [10], [23], [12]. Formulas for the optimal checkpointing period have been obtained by Gelenbe and Hernández [10], but still under the temporal independence assumption. In stochastic terms, each checkpoint is assumed to be a renewal point, which (unrealistically) amounts to rebooting the entire platform after each failure. Tiwari et al. [23] and Heien et al [12] confirmed the observation that the Young/Daly formula is a very good approximation for Weibull distributions. In particular, Tiwari et al. [23] analyze a failure log, show that it matches well a Weibull distribution through Kolmogorov-Smirnov and other statistical tests, and report some gains when using the fact that much more than half of IATs are smaller than the expectation of the Weibull law (due to its infant mortality property).

It is important to understand the impact of the renewal condition on the works that deal with non-Exponential distribution. Consider a platform with several processors, each subject to failures whose IATs follow a Weibull (or, in fact, any other, except Exponential) probability distribution. Without the renewal condition, the distribution of failure IATs over the whole platform is no longer independent nor identically distributed, which complicates everything, including the mere definition of the platform MTBF (see [13] for details). This explains why all these previous works consider that failures are temporally independent.

However, it has been observed many times that when a failure occurs, it may trigger other failures that will strike different system components [12], [23], [4]. As an example, a failing cooling system may cause a series of successive crashes of different nodes. Also, an outstanding error in the file system will likely be followed by several others [21], [14]. Recently Bautista-Gomez et al. [4] studied nine systems, and they report periods of high failure density in all of them. They call these periods cascade failures. This observation has led them to revisit the temporal failure independence assumption, and to design bi-periodic checkpointing algorithms that use different periods in normal (failure-free) and degraded (with failure cascades) modes. See Sections III-A and IV-B for a full description of their approach [4].

Finally, this paper focuses on temporal properties of failures. Spatial properties of failures [11] are out of scope for this study.

### III. Algorithms to Detect Failure Cascades

We informally define a failure cascade as a series of consecutive failures that strike closer in time that one would normally expect. We explain how to refine such an imprecise definition by describing two approaches below. The first approach is introduced in [4] and is based upon degraded intervals. The second approach is a major contribution of this paper and uses quantiles of consecutive IAT pairs.

#### A. Degraded Intervals

In their recent work, Bautista-Gomez et al. [4] provide Algorithm 1 to detect degraded intervals, i.e., intervals containing failure cascades. Consider a failure log of total duration \( L \) seconds, with \( n \) failures striking at time-steps \( t_i \), where \( 0 \leq t_1 \leq \ldots \leq t_n \leq L \). By definition, the MTBF (Mean Time Between Failures) of the platform log is \( \mu = \frac{L}{n} \). Intuitively, we expect failures to strike every \( \mu \) seconds in average. Algorithm 1 simply divides the log into \( n \) intervals of length \( L/n \) and checks for intervals that contain two or more failures. Such intervals are called degraded while intervals with zero or one failure are called normal. Algorithm 1 returns the set \( S_c \) of degraded intervals. The percentage of degraded intervals is \( P_{deg} = \frac{|S_c|}{n} \).

**Algorithm 1** Identifying the set \( S_c \) of degraded intervals.

1. procedure DETCASCADERS({\( t_1, \ldots, t_n \)}, L, X)
2. for \( i = 0 \) to \( n - 1 \) do
3. if \( \{ j | t_j \in [\frac{L}{n}, (i + 1)\frac{L}{n}) \} \geq 2 \) then
   4. \( S_c = S_c \cup \{ j | t_j \in [\frac{L}{n}, (i + 1)\frac{L}{n}) \} \)
5. end if
6. end for
7. return \( S_c \)
8. end procedure

Table I summarizes the percentage of degraded interval \( P_{deg} \) found by Algorithm 1 for the LANL and Tsubame failure logs. Altogether, 20% to 30% of system time is spent in degraded regimen. The authors of [4] conclude that Algorithm 1 has identified failure cascades. This conclusion is incorrect:

- Assume first that failure IATs are IID and follow an Exponential probability distribution \( \text{Exp} [\lambda] \) with parameter \( \lambda \) (we have \( \mathbb{P}(X \leq t) = 1 - e^{-\lambda t} \)). For a failure log of size \( L \) and with \( n \) failures, we directly have \( \mu = \frac{L}{n} \). Theorem 1 shows that in this case, the expected percentage of degraded intervals is \( 1 - \frac{2}{e} \approx 0.264 \) (26.4%).

- Assume now that failure IATs are IID and follow a Weibull probability distribution \( \text{WEIBULL}[k, \lambda] \) with parameter shape parameter \( k \) and scale parameter \( \lambda \): we have \( \mathbb{P}(X \leq t) = 1 - e^{-t^{1/k}} \), and the MTBF is \( \mu = \lambda \Gamma(1 + 1/k) \). For a failure log of size \( L \) and with \( n \) failures, we have \( \mu = \frac{L}{n} \), hence we let \( \lambda = \frac{L}{n \Gamma(1 + 1/k)} \). Table II shows the value of \( P_{deg} \) for values of the shape parameter \( k \) ranging from 0.5 to 1. The value for \( k = 1 \) is the same as for the Exponential distribution, because \( \text{WEIBULL}[1, \lambda] \) reduces to \( \text{EXP} [\frac{1}{\lambda}] \). For all the values of \( k \) in Table II, the percentage of degraded intervals lies between 26% and 27.5%. These values are independent of \( \lambda \) and are obtained experimentally, using Monte Carlo simulations. Note that typical values of \( k \) used to model failures in the literature are ranging from \( k = 0.5 \) to \( k = 0.9 \) [17], [20], [23].

Altogether, the correct conclusion from Theorem 1 and the results in Table I is that public logs exhibit the same number of degraded intervals as pure \( \text{EXP} [\lambda] \) and \( \text{WEIBULL}[k, \lambda] \) renewal processes. Hence we cannot conclude anything!
<table>
<thead>
<tr>
<th>Id</th>
<th>Log</th>
<th>Number of faults</th>
<th>MTBF in hours</th>
<th>MTBF in degraded intervals, ( P_{\text{deg}} )</th>
<th>Faults in cascades</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL 2</td>
<td>2531</td>
<td>58.3%</td>
<td>125.1</td>
<td>68.4</td>
<td>71.1%</td>
</tr>
<tr>
<td>LANL 3</td>
<td>209</td>
<td>59.1%</td>
<td>142.1</td>
<td>66.8</td>
<td>69.4%</td>
</tr>
<tr>
<td>LANL 4</td>
<td>209</td>
<td>58.2%</td>
<td>126.7</td>
<td>66.8</td>
<td>69.4%</td>
</tr>
<tr>
<td>LANL 5</td>
<td>208</td>
<td>58.0%</td>
<td>119.0</td>
<td>66.8</td>
<td>69.4%</td>
</tr>
<tr>
<td>LANL 6</td>
<td>63</td>
<td>57.9%</td>
<td>904.1</td>
<td>69.8</td>
<td>71.9%</td>
</tr>
<tr>
<td>LANL 7</td>
<td>215</td>
<td>511.1</td>
<td>326.0</td>
<td>72.5</td>
<td>76.1%</td>
</tr>
<tr>
<td>LANL 8</td>
<td>209</td>
<td>58.5%</td>
<td>226.0</td>
<td>72.5</td>
<td>76.1%</td>
</tr>
<tr>
<td>LANL 9</td>
<td>215</td>
<td>58.8%</td>
<td>216.0</td>
<td>79.1</td>
<td>76.1%</td>
</tr>
<tr>
<td>LANL 10</td>
<td>215</td>
<td>58.7%</td>
<td>218.3</td>
<td>76.1</td>
<td>76.1%</td>
</tr>
<tr>
<td>LANL 11</td>
<td>235</td>
<td>60.8%</td>
<td>230.5</td>
<td>80.0</td>
<td>80.0%</td>
</tr>
<tr>
<td>LANL 12</td>
<td>234</td>
<td>64.2%</td>
<td>192.7</td>
<td>75.2</td>
<td>75.2%</td>
</tr>
<tr>
<td>LANL 13</td>
<td>215</td>
<td>53.4%</td>
<td>380.7</td>
<td>83.4%</td>
<td>83.4%</td>
</tr>
<tr>
<td>LANL 14</td>
<td>215</td>
<td>103.7</td>
<td>410.6</td>
<td>80.0</td>
<td>80.0%</td>
</tr>
<tr>
<td>LANL 15</td>
<td>53</td>
<td>124.1</td>
<td>229.7</td>
<td>67.9</td>
<td>67.9%</td>
</tr>
<tr>
<td>LANL 16</td>
<td>262</td>
<td>21.9</td>
<td>56.2</td>
<td>70.9</td>
<td>70.9%</td>
</tr>
<tr>
<td>LANL 17</td>
<td>215</td>
<td>216.9</td>
<td>526.1</td>
<td>68.0</td>
<td>68.0%</td>
</tr>
<tr>
<td>LANL 18</td>
<td>215</td>
<td>68.0%</td>
<td>210.5</td>
<td>68.0</td>
<td>68.0%</td>
</tr>
<tr>
<td>LANL 19</td>
<td>215</td>
<td>7.9%</td>
<td>17.1</td>
<td>66.0%</td>
<td>66.0%</td>
</tr>
<tr>
<td>LANL 20</td>
<td>238</td>
<td>13.7</td>
<td>41.5</td>
<td>74.1</td>
<td>74.1%</td>
</tr>
<tr>
<td>Tsubame</td>
<td>25</td>
<td>24.2</td>
<td>9.39</td>
<td>53.6</td>
<td>53.6%</td>
</tr>
<tr>
<td>LANL 22</td>
<td>25</td>
<td>272.7</td>
<td>606.6</td>
<td>71.9</td>
<td>71.9%</td>
</tr>
<tr>
<td>LANL 23</td>
<td>448</td>
<td>147.1</td>
<td>348.8</td>
<td>67.9</td>
<td>67.9%</td>
</tr>
<tr>
<td>LANL 24</td>
<td>150</td>
<td>412.7</td>
<td>1040.0</td>
<td>69.3</td>
<td>69.3%</td>
</tr>
<tr>
<td>Total</td>
<td>884</td>
<td>18.2</td>
<td>46.3</td>
<td>69.2</td>
<td>69.2%</td>
</tr>
</tbody>
</table>

Table I: Percentage of degraded intervals in failure logs. Expected value for an Exponential distribution is 26.4%. Red entries are within 5% of this value. Pink entries are within 10% of this value.

**Theorem 1.** For a log duration \( L \), and IID failure IATs with distribution \( \text{EXP}[\lambda] \), the percentage of degraded intervals \( P_{\text{deg}} \) converges to \( \lim_{L \to \infty} P_{\text{deg}} = 100(1 - \frac{1}{\lambda}) \approx 26.4\% \).

Due to lack of space, the (technical) proof of Theorem 1 is available in the companion research report [2].

**B. Quantile distribution of consecutive IAT pairs**

In this section, we introduce a new method to detect failure cascades. In a nutshell, the method analyzes the distribution of pairs of two consecutive IATs. Intuitively, consider a failure log and its IATs. If small values are scattered across the log, we do not conclude anything. On the contrary, if a small value follows another small value, we may have found the beginning of a cascade. Our approach checks the frequency of having two consecutive small values, and compares this frequency with the expected value when IATs are independent. Our approach proceeds as follows. Consider a failure log with \( n = N + 2 \) failures, i.e., with \( N + 1 \) IATs \( z_i, 1 \leq i \leq N + 1 \). Note that the first failure in the log does not correspond to an IAT since its predecessor is not included in the log. Note also that \( z_i = t_{i+1} - t_i \) where \( t_i \) is the time where the \( i \)-th failure strikes, as defined in Algorithm 1. Finally, note that there are \( N \) pairs \((z_i, z_{i+1})\) of consecutive IATs, \( 1 \leq i \leq N \).

We start by sampling the failure log and computing quantiles. In Figure 1 we plot the cumulative distribution of IATs for failure log LANL2. In Figure 1, we use \( Q = 10 \) quantiles. The 10% smallest values constitute the first quantile, or limit quantile \( Q_{\text{limit}} \), and are between 0 and 2,220 seconds. The next 10% smallest values (second quantile) are between 2,221 and 6,000 seconds, and so on. By definition, the probability that an IAT belongs to a given quantile is \( \frac{1}{Q} \). Now, if we assume (temporal) failure independence, the probability that both components of a pair \((z_i, z_{i+1})\) of consecutive IATs belongs to the same given quantile is \( \frac{1}{Q^2} \), and the expected number of such pairs is \( \frac{N}{Q^2} \). We need \( N \) to be reasonably large so that this expectation is accurate. Out of the 24 logs in Table I, we keep only the five LANL logs with \( N \geq 1000 \) (namely LANL 2, 16, 18, 19, 20) and the Tsubame log: see Table III. For these 6 logs, in Figures 2 to 7, we plot the ratio of the actual number of pairs in each quantile over the expected value. This ratio is called the lag plot density [1], [22]. We expect a log without cascades to exhibit a flat surface up to a few statistical artefacts. The figures lead to the conclusions reported in Table III: only log LANL2 contains cascades for sure, because the ratio for the first quantile is greater than four times its expected value; maybe LANL20 does too (ratio between 2 and 3); the other logs do not include any cascade.

Note that another phenomenon can be observed in LANL2 and, to some extent, in LANL20: there is an anti-cascade
behavior, where long IATs are followed by other long IATs more often than expected. We are not able to give any explanation to this phenomenon.

Altogether, there are indeed some cascades, albeit not very frequent, in some failure logs. Hence we were wrong to assume failure independence everywhere. The next question is whether the knowledge that cascades are present may help reduce the overhead due to the standard checkpoint/recovery regimen by default, the algorithm runs in the absence of failures, hence uses a larger checkpointing period. In the following, we do not adopt this strategy. Instead, we let the following seven bi-periodic algorithms.

In the companion research report [2], we provide three more lag plots to help the reader understand and assess temporal correlation in failure logs: a first for an EXP[µ] distribution, and a second one for a WEIBULL[0.7, λ] IAT distributions: as expected, there is no cascade in these renewal processes. The third lag plot is for LANL2 after randomly shuffling the log IATs: there is no more cascade either!

### IV. CASCADE-AWARE CHECKPOINTING

In this section we provide a quantitative assessment of many algorithms that can be used to improve the classical periodic checkpointing algorithm, whose period is given by the Young/Daly formula [25], [8]. We use both the previous public logs and synthetic logs to generate simulation results.

When playing an algorithm against a log, it is common practice to have the algorithm learn data from, say, the first half of the log, and play against the second half of the log. More precisely, we would start the algorithm from a randomly generated instant in the second half of the log to avoid bias. This instant must be not too close to the end of the log to ensure that there remain enough failures to strike, e.g., any instant in the third quarter of the log would be fine. In the following, we do not adopt this strategy. Instead, we let the algorithms learn form the entire log, and replay them from a randomly chosen instant. This gives a somewhat unfair advantage to the algorithms, but our goal is to provide an upper bound of the maximum gains that can be achieved.

#### A. Periodic algorithms

What can we learn from a log? The Young/Daly checkpointing algorithm needs to know the checkpoint time C and the MTBF \( \mu_{\log} \), and then uses the optimal checkpointing period \( T = \sqrt{2\mu_{\log}C} \). As already mentioned, one can directly use \( \mu_{\log} = \frac{I}{N} \) for a log of length \( L \) with \( N \) failures. However, inspecting the log for cascades can lead to refined values of the MTBF:

- Remember that [4] defines two categories of intervals in the log, normal and degraded, and computes \( \mu_{\text{normal-int}} \) and \( \mu_{\text{degraded-int}} \), the MTBF for each set of intervals. Typically, \( \mu_{\text{normal-int}} \) will be significantly larger than \( \mu_{\log} \) and using this value instead of \( \mu_{\log} \) will decrease the failure-free overhead incurred by checkpointing too frequently outside the cascades.
- Following the approach in Section III-B, we can divide the log into \( Q \) quantiles and separate IATs that belong to the first quantile \( Q_{\text{limit}} \) from the other ones. IATs that belong to the first quantile \( Q_{\text{limit}} \) constitute the cascades and have mean value \( \mu_{\text{cascade}}(Q) \). The other IATs have mean value \( \mu_{\text{non-cascade}}(Q) \). Just as \( \mu_{\text{normal-int}}, \mu_{\text{non-cascade}}(Q) \) will be larger than \( \mu_{\log} \), with the same desired impact. We use different values of \( |Q_{\text{limit}}| \) for the simulations: \( |Q_{\text{limit}}| = 10\% \), and \( |Q_{\text{limit}}| = 5\% \) in this paper, and, in addition, \( |Q_{\text{limit}}| \in \{2\%, 1\%, 0.5\%, 0.2\%, 0.1\%\} \) in the companion research report [2].

Altogether, we evaluate 4 periodic checkpointing algorithms, which use the period \( T = \sqrt{2\mu C} \), where \( \mu \) is chosen from the following:

- Algorithm \( \Pi\text{Daly} \) uses \( \mu = \mu_{\log} \)
- Algorithm \( \Pi\text{Intervals} \) uses \( \mu = \mu_{\text{normal-int}} \)
- Algorithm \( \Pi\text{Quartiles} \) uses \( \mu = \mu_{\text{non-cascade}}(Q) \)
- Algorithm \( \Pi\text{Best period} \) uses a brute-force search and returns the best period

For each algorithm, we report the \( \text{WASTE} \), defined as the fraction of time where the platform does not perform useful work. Experimental values of \( \text{WASTE} \) are averaged from many Monte Carlo simulations. As a side note, a first-order approximation is given by the formula

\[
\text{WASTE} = \frac{C}{T} + \frac{1}{\mu}(R + \frac{T}{2})
\]

and is obtained as follows [13]: the first term \( \frac{C}{T} \) is the overhead in a failure free execution, since we lose \( C \) seconds to checkpoint, every period of \( T \) seconds. The second term is the overhead due to failures, which strike every \( \mu \) seconds in expectation; for each failure, we lose \( R \) seconds for recovery (letting \( R = C \) everywhere) and re-execute half the period on average. Equation (1) explains that checkpointing algorithms aim at finding the best trade-off between checkpointing too often (large failure-free overhead) and not often enough (large overhead after a failure); the waste is minimized when \( T = \sqrt{2\mu C} \). All this helps understand how \( \text{WASTE} \) depends on the value chosen for the MTBF \( \mu \).

#### B. Bi-periodic algorithms

We compare the following seven bi-periodic algorithms. Each bi-periodic algorithm uses two different regimens, namely the normal and degraded regimens, to borrow the terminology of [4]. In the normal regimen, which is the regimen by default, the algorithm runs in the absence of failures, hence uses a larger checkpointing period. In the

### Table III: Presence of cascades in large logs.

<table>
<thead>
<tr>
<th>Log</th>
<th>Number of Faults</th>
<th>Cascades</th>
</tr>
</thead>
<tbody>
<tr>
<td>LANL 2</td>
<td>5351</td>
<td>Yes</td>
</tr>
<tr>
<td>LANL 16</td>
<td>2262</td>
<td>No</td>
</tr>
<tr>
<td>LANL 18</td>
<td>3900</td>
<td>No</td>
</tr>
<tr>
<td>LANL 19</td>
<td>3222</td>
<td>No</td>
</tr>
<tr>
<td>LANL 20</td>
<td>2389</td>
<td>Maybe</td>
</tr>
<tr>
<td>Tsubame</td>
<td>884</td>
<td>No</td>
</tr>
</tbody>
</table>
The seven algorithms differ by several parameters:
- the MTBF value \( \mu \) used for each regimen, which dictates the corresponding checkpointing period. In Table IV, we report the MTBF for the normal regimen \( \mu_{\text{normal}} \) and for the MTBF for the degraded regimen \( \mu_{\text{degraded}} \). Again, the checkpointing period for the normal regimen is \( T = \sqrt{2\mu_{\text{normal}}C} \), and that for the degraded regimen is \( T = \sqrt{2\mu_{\text{degraded}}C} \).
- the criteria used to enter and exit the cascade regimen. Most algorithms enter the cascade regimen as soon as a failure strikes, but lazy variants enter the cascade regimen only after a second failure has struck, and provided that the IAT belongs to the first quantile \( Q_{\lim} \). All algorithms exit the degraded regimen when enough time has elapsed since the last failure. Following [4], we set this timeout to \( 2\mu_{\text{degraded}} \).

All these parameters are listed in Table IV. For reference, here follows a detailed description of each bi-periodic algorithm. First, we have 3 algorithms based on refined values of the MTBF:

- \( \text{B}1-\Pi_{\text{Interal}} \) uses \( \mu_{\text{normal}} = \mu_{\text{normaldashint}} \) and \( \mu_{\text{degraded}} = \mu_{\text{degradeddashint}} \) for the checkpointing periods, as proposed by [4]. It enters the degraded mode as soon as a failure strikes, and exits it with timeout \( 2\mu_{\text{degraded}} \).
- \( \text{B}1-\Pi_{\text{Quartiles}} \) works similarly, but with different MTBF values. \( \mu_{\text{normal}} = \mu_{\text{non-cascade}}(Q) \) and \( \mu_{\text{degraded}} = \mu_{\text{cascade}}(Q) \). These values are computed from the quantiles of the log IATs.
- \( \text{B}1-\Pi_{\text{Quartiles Lazy}} \) is a variant of \( \text{B}1-\Pi_{\text{Quartiles}} \) where the degraded mode is entered only after two successive failures, provided that the second failure strikes shortly (IAT in first quantile \( Q_{\lim} \)) after the first one.

The next 2 algorithms use brute-force search:
- \( \text{B}1-\Pi_{\text{BEST}} \) uses a brute-force method for everything: it computes the waste for all values of \( \mu_{\text{normal}}, \mu_{\text{degraded}} \) and timeout value, and retains the best triple. \( \text{B}1-\Pi_{\text{BEST}} \) is agnostic of the cascade detection algorithm; its only limitation is that it enters the degraded mode after the first failure.
- \( \text{B}1-\Pi_{\text{Quartiles Lazy-Best}} \) is the lazy variant of \( \text{B}1-\Pi_{\text{BEST}} \). However, to decide whether to enter the degraded mode, just as \( \text{B}1-\Pi_{\text{Quartiles Lazy}} \), it needs to know the quantiles of the distribution to check whether the IAT of the second failure belongs to the first quantile \( Q_{\lim} \).

Finally, the last two algorithms are included for reference. They use oracles that know everything in cascades, including the future! Specifically:
- \( \text{B}1-\Pi_{\text{Quartiles Oracle}} \) uses \( \mu_{\text{normal}} = \mu_{\text{non-cascade}}(Q) \) in normal mode, just as \( \text{B}1-\Pi_{\text{Quartiles}} \). However, as soon as a failure strikes, it knows exactly whether there will be a cascade, and when the next failures in that cascade will strike. It can thus checkpoint as late as possible, completing the checkpoint right before the failure. And it also knows in advance when the next failure is far away (IAT not in the first quantile \( Q_{\lim} \)), so that it can immediately switch back to normal mode.
- \( \text{B}1-\Pi_{\text{Oracle-Best}} \) is the variant of \( \text{B}1-\Pi_{\text{Oracle}} \) that tests all possible values of \( \mu_{\text{normal}} \) in normal mode, not just \( \mu_{\text{non-cascade}}(Q) \). It behaves exactly the same after a failure. A comparison with \( \text{B}1-\Pi_{\text{Quartiles Oracle}} \) will help assess whether using \( \mu_{\text{normal}} = \mu_{\text{non-cascade}}(Q) \) is a good decision or not.

V. Simulation Results

A. Simulation setup

In addition to the six large public logs of Table III, we generate synthetic logs. We first generate failures according to an Exponential distribution of MTBF \( \mu_1 = 3,600 \) seconds. Such an MTBF of 1 hour is much smaller than archive logs MTBFs in Table III, which are of the order of 10 hours. This is because we want the waste to be higher for synthetic logs than for archive logs, so that there is a potential significant gain with cascade detection. Next we perturb the log by randomly
generating cascades: after each failure, we generate a cascade with frequency (probability that this failure is the start of a cascade) \( f = 1\% \), \( f = 5\% \) or \( f = 10\% \). The length of a cascade, defined as the number of additional failures generated (thus not counting the original failure), is a random value between 3 and 5 (we write \( \ell = 3 - 5 \)), or between 3 and 10 (we write \( \ell = 3 - 10 \)). Finally, the failures in the cascades follow another Exponential distribution of MTBF \( \mu_2 = \frac{\mu_1}{\rho} \), where the ratio \( \rho \) is chosen in \( \{10, 100, 1000\} \).

Altogether, a synthetic log is tagged 'Synth. \( \rho \mid f \ell \)’. For instance, 'Synth. \( \rho = 100\%\% \mid 5\% \ell = 3 \)’ means that a cascade is generated every 100 failures in average (\( f = 1\% \)), with MTBF 36 seconds, one hundredth of the original distribution (\( \rho = 100\) ), and a number of additional failures, not including the first one, uniformly drawn between 3 and 5. The lag plot for this log is given in [2] and does show the cascades.

For each archive and synthetic log, we average results over 100 executions. We draw a starting point uniformly between the beginning of the log and 200\( \mu_{log} \) seconds before its end, and we run the simulation during 100\( \mu_{log} \) seconds, not counting checkpoint and re-execution overhead. Finally, we use a wide range of checkpoint values, namely \( C = 300 \), \( C = 30 \) and \( C = 3 \) seconds, in order to cover the widest range of scenarios.

### B. Waste values

Due to lack of space, we report results only for \( |Q_{limit}| = 5\% \). Values for \( |Q_{limit}| \in \{10\%, 2\%, 1\%, 0.5\%, 0.2\%, 0.1\%\} \) are available in [2]. Results follow the same trends for all values of \( |Q_{limit}| \).

Log statistics are provided in Table V. The column “Common faults” reports the percentage of failures that are detected as belonging to cascades, by both the interval-based and the quantile-based approaches.

For the waste, we report the improvement or degradation with respect to the reference periodic checkpointing algorithm \( \Pi_{Daly} \). The color code in Tables VI to VIII is the following:

- **Green**: Improvement by at least 10\%  
- **Lime**: Improvement between 5 and 10\%  
- **Black**: Improvement between 0 and 5\%  
- **Pink**: Degradation between 0 and 5\%  
- **Red**: Degradation larger than 5\%

### C. Discussion

Overall, the main take-away is that cascade-aware algorithms achieve negligible gains, except for a few scenarios where the waste is already very low with the standard \( \Pi_{Daly} \) approach. This is true even when considering the best scenarios with (i) very short checkpointing time; (ii) high frequency of cascade failures; and (iii) knowing exactly when the next cascade failures are going to strike. In fact, small gains could be achieved only if cascade failures strike both frequently and in more than 10\% of the time after an initial failure, and with a relatively large MTBF; say, not less than 10\% of the log MTBF. We further discuss these statements in the following.

1) **Cascade detection algorithms**:

   Tables VI to VIII show that both cascade-aware algorithms based on intervals and on quantiles, are not more efficient than the simple \( \Pi_{Daly} \) approach. While the quantile-based approach (\( \Pi_{Quantiles}, \Pi_{Quantiles}_{LAZY} \)) seems slightly better than the interval-based approach (\( \Pi_{Intervals}, \Pi_{Intervals}_{LAZY} \)), the gain (or loss) is still within an error margin (most are between -1\% and +1\%). Furthermore, as one can see from Tables VI to VIII, the quantile-based approach seems to perform better than the interval-based approach: this is because it detects fewer cascades, hence its MTBF for the normal regimen is very similar to the one used by \( \Pi_{Daly} \).

To better understand why cascade-aware algorithms achieve little gain, we come back to Equation (1). There are two sources of waste, one due to checkpointing overhead \( \frac{\mu_{log}}{C} \), and one due to failures. The intuition is the following: when there are cascade failures, the work wasted remains low: in average, it is approximatively the MTBF of the degraded regimen. Additional (more frequent) checkpointing can reduce this waste, but can be an overkill too when there is no actual cascade.

Finally, recall that the MTBF \( \mu_{log} \) of archive logs is approximately 10 hours, while it is 1 hour for synthetic logs. For the latter logs, using \( \rho = 100 \) means that \( \mu_{degraded} = 36 \) seconds, so there is little hope to gain anything except for \( C = 3 \) seconds. In that case, we do achieve some gain, up to 20\%, but the waste was already low, around 5\%, with the standard approach \( \Pi_{Daly} \); overall, the absolute diminution of the waste reduces to 1\%.

2) **Assessing potential gain**:

   Brute-force algorithms that search for the optimal MTBF in normal and degraded regimens allow us to quantify the potential gain that could be achieved with better cascade-aware algorithms. First, we observe that \( \Pi_{I-BEST}, \Pi_{I-Quantiles} \) and \( \Pi_{I-Quantiles}_{LAZY} \) is not significantly better than \( \Pi_{Daly} \). Second, we make a similar observation for \( \Pi_{I-Quantiles}_{LAZY-BEST} \), that supersedes \( \Pi_{I-Quantiles}_{LAZY} \) without performing significantly better. Third, \( \Pi_{ORACLE-BEST} \) and \( \Pi_{I-Quantiles}_{ORACLE} \) perform quite similarly, which is reassuring for the choice of

<table>
<thead>
<tr>
<th>Algorithm</th>
<th>( \mu_{normal} )</th>
<th>( \mu_{degraded} )</th>
<th>Enter criterion</th>
<th>Timeout Exit Criterion</th>
</tr>
</thead>
<tbody>
<tr>
<td>B-( \Pi_{Intervals} )</td>
<td>( \mu_{normal} )</td>
<td>( \mu_{degraded} )</td>
<td>First failure</td>
<td>2( \mu_{degraded} )</td>
</tr>
<tr>
<td>B-( \Pi_{Quantiles} )</td>
<td>( \mu_{normal} )</td>
<td>( \mu_{degraded} )</td>
<td>First failure</td>
<td>2( \mu_{non-degraded} )</td>
</tr>
<tr>
<td>B-( \Pi_{BEST} )</td>
<td>Best value for ( \mu_{normal} )</td>
<td>Best value for ( \mu_{degraded} )</td>
<td>First failure</td>
<td>Best value</td>
</tr>
<tr>
<td>B-( \Pi_{Quantiles}_{LAZY} )</td>
<td>Best value for ( \mu_{normal} )</td>
<td>Best value for ( \mu_{degraded} )</td>
<td>Second failure in first quantile</td>
<td>Omniscient</td>
</tr>
<tr>
<td>B-( \Pi_{Quantiles}_{BEST} )</td>
<td>Best value for ( \mu_{normal} )</td>
<td>Best value for ( \mu_{degraded} )</td>
<td>Second failure in first quantile</td>
<td>Omniscient</td>
</tr>
<tr>
<td>B-( \Pi_{ORACLE-BEST} )</td>
<td>Best value for ( \mu_{normal} )</td>
<td>Best value for ( \mu_{degraded} )</td>
<td>Omniscient</td>
<td>Omniscient</td>
</tr>
</tbody>
</table>

Table IV: Bi-periodic algorithms
<table>
<thead>
<tr>
<th>Alg</th>
<th>Id</th>
<th>Number of faults</th>
<th>MTRF in hours</th>
<th>Degraded intervals</th>
<th>Faults in cascades</th>
<th>MTBF in hours</th>
<th>Faults in cascades</th>
<th>Common faults</th>
<th>Number of cascades</th>
<th>MTRF in hours</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tsubame</td>
<td>0</td>
<td>3016</td>
<td>41.35</td>
<td>18.6%</td>
<td>7.4%</td>
<td>21.3%</td>
<td>21.3%</td>
<td>26.0%</td>
<td>3182</td>
<td>0.015</td>
</tr>
<tr>
<td>LANL 16</td>
<td>0</td>
<td>37901</td>
<td>78.25</td>
<td>24.0%</td>
<td>38.0%</td>
<td>1.99</td>
<td>25.0%</td>
<td>0.001</td>
<td>0.79</td>
<td>0.557</td>
</tr>
<tr>
<td>LANL 17</td>
<td>0</td>
<td>37222</td>
<td>77.25</td>
<td>24.0%</td>
<td>38.0%</td>
<td>1.99</td>
<td>25.0%</td>
<td>0.001</td>
<td>0.79</td>
<td>0.557</td>
</tr>
<tr>
<td>LANL 18</td>
<td>0</td>
<td>37222</td>
<td>77.25</td>
<td>24.0%</td>
<td>38.0%</td>
<td>1.99</td>
<td>25.0%</td>
<td>0.001</td>
<td>0.79</td>
<td>0.557</td>
</tr>
</tbody>
</table>

Table V: Statistics when $|Q_{lim}| = 5\%$.

Table VI: Waste (and gain) with C=300s and $|Q_{lim}| = 5\%$.

Table VII: Waste (and gain) with C=30s and $|Q_{lim}| = 5\%$.

Table VIII: Waste (and gain) with C=3s and $|Q_{lim}| = 5\%$. 
large values of \( \mu \) leading to small absolute gains, because the waste with designing future cascade-aware checkpointing algorithms. The shown that only insignificant gain should be expected from knowing exactly when cascade failures will strike, we have periodic algorithms and considering omniscient oracles that Finally, by using a brute-force search over all possible bi-periodic approaches that considers failures to be independent. 

The only case where the gain becomes larger is when (i) the degraded MTBF is not too small in front of the log MTBF, i.e., when \( \rho = 10 \), and (ii) the proportion of failures that turn out to be actual cascade failures is large, i.e., when \( f \) is 10%. In that case, the maximal potential gain is 8% with \( C = 300 \), 19% with \( C = 30 \) and 22% with \( C = 3 \) (the latter two values leading to small absolute gains, because the waste with \( \Pi_{Daly} \) is small in these cases). However, this scenario may not be realistic, because (i) cascade failures, as their name merely indicates, are expected to strike within a few instants, hence \( \mu_{degraded} \) will likely be less than one minute; and (ii) cascades are expected to be (more or less) rare events, so experiencing large values of \( f \) will probably never happen in practice.

VI. CONCLUSION
In this paper, we have revisited failure temporal independence. Recent work [4] has proposed a cascade-detection method, and we have shown that their approach was inconclusive. Then we have introduced a new approach based on pairs of consecutive IATs, and we have been able to put in evidence the presence of cascade failures. A few publicly available failure logs do contain cascades.

In a second step, we have discussed the usefulness of cascade-aware checkpointing algorithms. For this, we have used both public and synthetic logs. We used the latter to explicitly create “artificial” cascades. We have shown that current cascade-aware bi-periodic checkpointing algorithms are not really more efficient than the standard periodic checkpointing approach that considers failures to be independent. Finally, by using a brute-force search over all possible bi-periodic algorithms and considering omniscient oracles that know exactly when cascade failures will strike, we have shown that only insignificant gain should be expected from designing future cascade-aware checkpointing algorithms. The conclusion is that we can wrongly, but safely, assume failure independence!
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