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# Implicit numerical integration for the simulation and control of a non-smooth system with resets 

Olivier Huber and Harshal B. Oza


#### Abstract

This paper presents a new method for numerical integration of a class of non-smooth systems in the presence of resets in position. The hard non-linearity introduced by resets due to a unilateral constraint on position poses a challenge for traditional numerical integration schemes which invariably result in oscillations. The results of this paper utilize the implicit numerical integration schemes of non-smooth systems to the systems with resets via employing the method of Zhuravlev-Ivanov transformation. The contribution lies in attaining existence of discretization solutions in the presence of the Zeno mode of impacts. We illustrate the effectiveness of the method on regulation and tracking problems. The good results presented here will motivate the theoretical study of those control strategies.


Index Terms-implicit discretization, Zhuravlev-Ivanov transformation, twisting controller, variational inequalities

## I. Introduction

This paper deals with the numerical integration of nonsmooth systems with resets. Resets are studied in various disciplines of engineering. For example, impacts due to collisions cause sudden jumps in velocity in mechanical systems. Study of biped robots poses itself nicely to the results in impact mechanical systems [1]. Another active research area within the control engineering community is that of hybrid systems where jumps represent the discrete events connecting the multiple continuous dynamics. Analytical proofs of stability of hybrid systems and numerical integration of trajectories are challenging to attain when an infinite number of events occur [2], [3].

Resets present hard non-linearities in the closed-loop system and often a destabilizing one for impact mechanical systems. It is well-known in the area of numerical integration of discontinuous systems that event-based explicit numerical schemes are inherently prone to spurious oscillations close to the discontinuity surface [4, Section 1.2.3.1]. Even for stable systems such as the bouncing ball, for example, it is difficult to "see through" the accumulation point in discrete-time and to achieve a numerically integrated solution that mimics the known continuous time counterpart closely.

[^0]The main contribution of this paper lies in proposing simulation solution for a class of impact systems where such oscillations are not observed. Another motivation lies in the fact that numerical integration via the recently revived method of Zhuravlev [5] and Ivanov [6] non-smooth transformation offers a possibility to avoid impacts altogether. For a first look into this transformation, see the exposition in [10, Section 1.4.3].

The major difficulty with a unilaterally constrained mechanical system is the possible occurrence of the Zeno phenomenon. The latter is defined as the occurrence of an infinite number of events over a compact interval of time. In the case of a bouncing ball on the floor, if the ball loses energy at each impact, then it comes at rest in finite-time. With this simple model, the equilibrium is reached after the ball bounces an infinite number of times. This Zeno phenomenon is troublesome for the simulation of such systems. In particular, traditional event-driven schemes cannot numerically integrate the dynamics. Variants of this class of schemes have been developed to handle such system, see [4]. On the other hand, the time-stepping algorithm [7] is able to deal with such systems. However, the drawback is the low order of the method as against an event-driven scheme which can have a high-order in the free phase (when there is no impact). There has been some research efforts for studying these systems from a control perspective, including the design of controllers and observers [8], [9].

The proposed approach departs from these works by using the Zhuravlev-Ivanov transformation to work on an unconstrained dynamical system. Recent results regarding uniform finite time stability of a class of impact mechanical systems via non-smooth transformation can be found in [11] for a continuous time problem formulation. The paper considers mechanical systems with the Lagrangian dynamics recasted as a first-order system. A unilateral constraint is assumed to be present so that a jump in velocity is observed every time the constraint is active. Next, a desired trajectory of the system is expressed as a continuous dynamics with impacts. Then, the non-smooth state transformation is applied to transform both the desired and given plant dynamics into a variable-structure like system where there are no jumps. The dynamics for the tracking errors is then easily expressed and the numerical integration is performed with an implicit scheme.

The main contributions of the presented work are as follows. The numerical integration scheme via the transformation enables the user to deal successfully with accumulation point in discrete-time. This method can work both
for regulator and tracking problems for the class of systems shown. The later has never been attempted and hence it is a significant contribution. Simulation of hybrid systems, for example, can benefit from the presented work. The main weakness of the approach is that it works only when there is one constraint of co-dimension one.

In the next section the Zhuravlev-Ivanov transformation is revisited and an illustration is given by simulating the bouncing ball problem. Then, in Section III the regulator and tracking problems are described. The discrete-time implementation is the topic of Section IV and numerical simulation examples are given in Section V.

## II. Zhuravlev-Ivanov transformation

Let us recall the Zhuravlev-Ivanov change of variables as described in [6]. Consider the following scalar second-order system with a unilateral constraint:

$$
\begin{cases}\ddot{x}=f(t, x, \dot{x}) & x>0 \text { or } x=0, \dot{x}>0  \tag{1}\\ \ddot{x}=\max \{0, f\} & x=0 \text { and } \dot{x}=0 \\ \dot{x}^{+}=-e \dot{x}^{-} & x=0 \text { and } \dot{x}<0\end{cases}
$$

The scalar $e \in(0,1)$ is the coefficient of restitution when the system hits the constraints at $x=0$. The vector field $f: \mathbb{R} \times \mathbb{R} \times \mathbb{R} \rightarrow \mathbb{R}$ is supposed to be continuous in all its arguments. Note that the classical bouncing ball example can be modelled as (1). The idea is to define a pair of variables $(s, v)$ that are absolutely continuous. The simplest definition of those is as follows:

$$
\begin{aligned}
x & =|s|, \quad \dot{x}=R v \operatorname{sgn}(s), \\
R & :=1-\kappa \operatorname{sgn}(s) \operatorname{sgn}(v), \quad \kappa:=\frac{1-e}{1+e} \quad 0<\kappa<1
\end{aligned}
$$

Then, the dynamics of the $s$ and $v$ variables is given by

$$
\left\{\begin{array}{l}
\dot{s}=R v  \tag{2}\\
\dot{v}=R^{-1} \operatorname{sgn}(s) f(t,|s|, R v \operatorname{sgn}(s))
\end{array}\right.
$$

Remark 1. The dynamics are in (2) are invariant by a change of sign in both $s$ and $v$. Also, the transformation is not a bijection, i.e., both $(s, v)$ and $(-s,-v)$ gives the same value for $(x, \dot{x})$. This comes at no surprise since in the plane $(x, \dot{x})$, the trajectories are restricted to the half-space $x \geq 0$, whereas $(s, v)$ evolves freely in $\mathbb{R}^{2}$.

Reference [6] provides details of the well-posedness of the system (2), which relies on Filippov's framework for differential equations with discontinuous right-hand side [12]. This means that the $\operatorname{sgn}(\cdot)$ must then be defined as a multivalued map.

Definition 1 (Multivalued signum function). Let $x \in \mathbb{R}$. The multivalued signum function sgn: $\mathbb{R} \rightrightarrows \mathbb{R}$ is defined as: $\operatorname{sgn}(x)=\{1\}$ if $x>0,\{-1\}$ if $x<0,[-1,1]$ if $x=0$. When $x \in \mathbb{R}^{n}$, the multivalued signum function sgn: $\mathbb{R}^{n} \rightrightarrows$ $\mathbb{R}^{n}$ is defined as: for all $j=1, \ldots, n,(\operatorname{sgn}(x))_{j}:=\operatorname{sgn}\left(x_{j}\right)$.

Let us illustrate how the transformed system (2) evolves as well as the original one (1). The classical bouncing ball
example is considered with the following parameters: $m=$ $1 \mathrm{~kg}, g=9.81 \mathrm{Nm}^{2} / \mathrm{kg}^{2}, \kappa=0.41, x_{0}=1 \mathrm{~m}, \dot{x}_{0}=6 \mathrm{~m} / \mathrm{s}$.

The numerical integration is performed by an implicit scheme and is detailed in the next section. To the best of our knowledge, this is the first report of a systematic procedure to simulate such system. The state-space and time evolution of the pair $(s, v)$ is depicted in Fig. 1 and 2, respectively. The first figure is reminiscent of the phase plot of the twisting algorithm [13] and the system converges to the origin as expected. The temporal evolution of variable is shown in Fig. 2. The Zeno phenomenon (accumulation of events) begins to occur at about 2.45 s . Now, consider the value of the signum functions in Fig. 3. Each switch in the value of $\operatorname{sgn}(v)$ corresponds to an impact and a change in the sign of the velocity see [6], [11] for details.

Note that after the ball has lost all its energy and is laying on the ground, the expressions $\operatorname{sgn}(s)=0$ and $\operatorname{sgn}(v)=$ 1 hold true in discrete-time even though both $s$ and $v$ are zero. This is due to the fact that whenever the system is at the origin, with $\operatorname{sgn}(s)=0$, the right-hand side of (2) is zero for any value of $\operatorname{sgn}(v)$. Then the system stays at rest for all values of $\operatorname{sgn}(v)$. Finally, the temporal evolution of the position and the velocity of the system in the original coordinates is depicted in Fig. 4. As expected the system


Fig. 1: Evolution of the transformed system in the $(s, v)$ plane.


Fig. 2: Temporal evolution of the $(s, v)$ variables.
bounces a few times and comes to a rest when all its energy has been lost due to the impacts.

## III. Control strategies based on the ZhURAVLEV-IVANOV TRANSFORMATION

This section is dedicated to the control of system (1) when the dynamics are affine in control, that is

$$
\ddot{x}=f(t, x, \dot{x})+u(t) .
$$



Fig. 3: Evolution of the signum variables.


Fig. 4: Evolution of position and velocity of the ball.

A control law for the regulation problem has been proposed and studied in [11]. The closed-loop system has dynamics given by

$$
\begin{align*}
& \dot{s}=R v \quad R=1-\kappa \operatorname{sgn}(s) \operatorname{sgn}(v)  \tag{3a}\\
& \dot{v}=R^{-1} \operatorname{sgn}(s) F-R^{-1}\left(\mu_{1} \operatorname{sgn}(s)+\mu_{2} \operatorname{sgn}(v)\right) \tag{3b}
\end{align*}
$$

where $F$ are the external forces acting on the system, bounded in magnitude by $M>0$. This system is known to be globally finite-time stable whenever the gains are such that $M<\mu_{2}<\mu_{1}-M$.

The other control application is a tracking problem, where it is desired that the state of the system follows a reference trajectory. One peculiarity of the method is that the dynamics has to be specified in the $(s, v)$ coordinates. The following control architecture is proposed: the controller computes the value of the control input via a one-step integration (between $t_{k}$ and $t_{k+1}$ ) of the $(s, v)$ system. The value of the control is then applied to the real system. The reference system is given by

$$
\begin{align*}
& \dot{s}_{\text {ref }}=R_{\text {ref }} v_{\text {ref }} \quad R_{\text {ref }}=1-\kappa_{\text {ref }} \operatorname{sgn}\left(s_{\text {ref }}\right) \operatorname{sgn}\left(v_{\text {ref }}\right)  \tag{4a}\\
& \dot{v}_{\text {ref }}=R_{\text {ref }}^{-1} \operatorname{sgn}\left(s_{\text {ref }}\right) F_{\text {ref }}, \tag{4b}
\end{align*}
$$

with $F_{\text {ref }}$ the desired external forces applied to the reference system. The controlled system in the $(s, v)$ coordinates has dynamics given by

$$
\begin{align*}
& \dot{s}=R v \quad R=1-\kappa \operatorname{sgn}(s) \operatorname{sgn}(v)  \tag{5a}\\
& \dot{v}=R^{-1} \operatorname{sgn}(s)(u+F) \tag{5b}
\end{align*}
$$

with $u$ the control input. The tracking errors in the transformed coordinates is defined as:

$$
e_{s}=s-s_{\mathrm{ref}} \quad \text { and } \quad e_{v}=v-v_{\mathrm{ref}}
$$

and its dynamics is

$$
\begin{align*}
& \dot{e}_{s}=R v-R_{\mathrm{ref}} v_{\mathrm{ref}}  \tag{6a}\\
& \dot{e}_{v}=R^{-1} \operatorname{sgn}(s)(u+F)-R_{\mathrm{ref}}^{-1} \operatorname{sgn}\left(s_{\mathrm{ref}}\right)\left(F_{\mathrm{ref}}\right) \tag{6b}
\end{align*}
$$

Substituting $R$ and $R_{\text {ref }}$ in (6a) from (4a) and (5a) gives

$$
\dot{e}_{s}=e_{v}-\left(\kappa \operatorname{sgn}(s)|v|-\kappa_{\mathrm{ref}} \operatorname{sgn}\left(s_{\mathrm{ref}}\right)\left|v_{\mathrm{ref}}\right|\right)
$$

The control input is defined as

$$
\begin{align*}
u=R & \operatorname{sgn}(s)\left[-\mu_{1} \operatorname{sgn}\left(e_{s}\right)-\mu_{2} \operatorname{sgn}\left(e_{v}\right)\right. \\
& \left.+R_{\mathrm{ref}}^{-1} \operatorname{sgn}\left(s_{\mathrm{ref}}\right) F_{\mathrm{ref}}\right]-\operatorname{sgn}(s)^{2} F . \tag{7}
\end{align*}
$$

and is based on the twisting algorithm from second-order sliding mode control plus a correction term for the dynamics. Finally, the error dynamics is given by

$$
\begin{align*}
\dot{e}_{s}= & e_{v}-\left(\kappa \operatorname{sgn}(s)|v|-\kappa_{\mathrm{ref}} \operatorname{sgn}\left(s_{\mathrm{ref}}\right)\left|v_{\mathrm{ref}}\right|\right)  \tag{8a}\\
\dot{e}_{v}= & \operatorname{sgn}(s)^{2}\left[-\mu_{1} \operatorname{sgn}\left(e_{s}\right)-\mu_{2} \operatorname{sgn}\left(e_{v}\right)\right.  \tag{8b}\\
& \left.+R^{-1} \operatorname{sgn}(s)\left(1-\operatorname{sgn}(s)^{2}\right) F\right] \\
& +\left(\operatorname{sgn}(s)^{2}-1\right) R_{\mathrm{ref}}^{-1} \operatorname{sgn}\left(s_{\mathrm{ref}}\right) F_{\text {ref }}
\end{align*}
$$

Note that when $\operatorname{sgn}(s)^{2}=1$, the evolution of the error given in (8a)-(8b) is close to the twisting case, except for the second term in (8a). The solution of the above systems is to be understood in Filippov's framework and is absolutely continuous.

## IV. DISCRETE-TIME CONTROLLERS

This section gives details of the implicit numerical scheme. Since the control input is defined in the $(s, v)$ space, all the computations are performed in those coordinates. At the time instant $t_{k}$, the knowledge of the pair $\left(x_{k}, \dot{x}_{k}\right)$ is available and they are needed to be transformed into $\left(s_{k}, v_{k}\right)$. Remember from Remark 1 that both pairs $(s, v)$ and $(-s,-v)$ gives the same value of $(x, \dot{x})$ and that the dynamics are also invariant under this change of sign. We choose to set $\operatorname{sgn}\left(s_{k}\right)=1$. Then, $s_{k}=x_{k}$ and $v_{k}=\dot{x}_{k} /(1-\kappa)$. Then, the control $u_{k}$ is computed as the result of a one-step integration of the $(s, v)$ dynamics. An alternative choice $\operatorname{sgn}\left(s_{k}\right)=-1$ would result in a similar analysis. It should be noted that in discrete-time the evolution of one time step is of interest and with the above choice in the transformed coordinates the trajectories will not jump.

## A. Discretization of the dynamics

The discrete-time dynamics of the closed-loop system (8) is obtained with the $\theta-\gamma$ discretization method, see for instance [15]. Roughly speaking, it is an extension of the $\theta$-method for the discretization of ordinary differential equations. The coefficient $\theta$ is used for the smooth part (the state) and $\gamma$ for the nonsmooth component (the signums) of the ODE. The implicit discretization, a special case when $\theta=\gamma=1$, has been used to successfully discretize discontinuous systems from mechanics (system with impact and friction [4]) and control theory (sliding mode control [16], [17]). To make the presentation more accessible, we focus on the implicit case. Let $x^{k}$ be the value of the variable $x$ at the
time $t^{k}$ and $x^{k+1}$ be the value at $t^{k+1}$. With the multivalued signum function, we have the following inclusions

$$
\begin{array}{ll}
\lambda_{s}^{k+1} \in \operatorname{sgn}\left(s^{k+1}\right) & \lambda_{v}^{k+1} \in \operatorname{sgn}\left(v^{k+1}\right) \\
\lambda_{s_{\mathrm{ref}}}^{k+1} \in \operatorname{sgn}\left(s_{\mathrm{ref}}^{k+1}\right) & \lambda_{v_{\mathrm{ref}}}^{k+1} \in \operatorname{sgn}\left(v_{\mathrm{ref}}^{k+1}\right) \\
\lambda_{e_{s}}^{k+1} \in \operatorname{sgn}\left(e_{s}^{k+1}\right) & \lambda_{e_{v}}^{k+1} \in \operatorname{sgn}\left(e_{v}^{k+1}\right)  \tag{11}\\
R_{\mathrm{ref}}^{k+1}=1-\kappa_{\mathrm{ref}} \lambda_{s_{\mathrm{ref}}}^{k+1} \lambda_{v_{\mathrm{ref}}}^{k+1} & R^{k+1}=1-\kappa \lambda_{s}^{k+1} \lambda_{v}^{k+1}
\end{array}
$$

Note that since $\kappa$ and $\kappa_{\text {ref }}$ take value in $(0,1)$, both $R_{\text {ref }}^{k+1}$ and $R^{k+1}$ admit reciprocal. For the closed-loop system (3) (regulator case), the discrete-time dynamics is given by

$$
\begin{align*}
s^{k+1} & =R^{k+1} v^{k+1}  \tag{12}\\
v^{k+1} & =\left(R^{k+1}\right)^{-1}\left(\lambda_{s}^{k+1} F^{k+1}-\mu_{1} \lambda_{s}^{k+1}-\mu_{2} \lambda_{v}^{k+1}\right) \tag{13}
\end{align*}
$$

Moving on to the tracking case, from (8), the discrete-time error dynamics is given by

$$
\begin{align*}
h^{-1}\left(e_{s}^{k+1}-e_{s}^{k}\right)= & e_{v}^{k+1}+\left(R^{k+1}-1\right) v^{k+1} \\
& -\left(R_{\mathrm{ref}}^{k+1}-1\right) v_{\mathrm{ref}}^{k+1}  \tag{14}\\
h^{-1}\left(e_{v}^{k+1}-e_{v}^{k}\right)= & \left(\lambda_{s}^{k+1}\right)^{2}\left[-\mu_{1} \lambda_{e_{s}}^{k+1}-\mu_{2} \lambda_{e_{v}}^{k+1}\right. \\
+ & \left.R^{k+1} \lambda_{s}^{k+1}\left(1-\left(\lambda_{s}^{k+1}\right)^{2}\right) F^{k+1}\right]  \tag{15}\\
+ & \left(\left(\lambda_{s}^{k+1}\right)^{2}-1\right)\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}} F_{\mathrm{ref}}^{k+1} .
\end{align*}
$$

Note that the right-hand side of the evolution in $e_{s}$ requires us to also integrate both the original and the reference systems. The dynamics of the original system is:

$$
\begin{align*}
h^{-1}\left(s^{k+1}-s^{k}\right) & =R^{k+1} v^{k+1}  \tag{16}\\
h^{-1}\left(v^{k+1}-v^{k}\right) & =\left(\lambda_{s}^{k+1}\right)^{2}\left(-\mu_{1} \lambda_{e_{s}}^{k+1}-\mu_{2} \lambda_{e_{v}}^{k+1}\right. \\
& \left.+\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}}^{k+1} F_{\mathrm{ref}}^{k+1}\right)  \tag{17}\\
& +R^{k+1} \lambda_{s}^{k+1}\left(1-\left(\lambda_{s}^{k+1}\right)^{2}\right) F^{k+1}
\end{align*}
$$

and for the reference system the following holds true:

$$
\begin{align*}
& h^{-1}\left(s_{\mathrm{ref}}^{k+1}-s_{\mathrm{ref}}^{k}\right)=R_{\mathrm{ref}}^{k+1} v_{\mathrm{ref}}^{k+1}  \tag{18}\\
& h^{-1}\left(v_{\mathrm{ref}}^{k+1}-v_{\mathrm{ref}}^{k}\right)=\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}}^{k+1} F_{\mathrm{ref}}^{k+1} . \tag{19}
\end{align*}
$$

Note that the dynamics of the reference system (18)-(19) is independent of the other ones, but this is not the case for (16)-(17) and (14)-(15). From (7), the discrete-time control input is defined as

$$
\begin{align*}
& u_{k}=\left(R^{k+1}\right)^{-1} \lambda_{s}^{k+1}\left[-\mu_{1} \lambda_{e_{s}}^{k+1}-\mu_{2} \lambda_{e_{v}}^{k+1}\right. \\
& \left.\quad+\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}}^{k+1} F_{\mathrm{ref}}^{k+1}\right]-\left(\lambda_{s}^{k+1}\right)^{2} F^{k+1} . \tag{20}
\end{align*}
$$

Therefore, to compute the control input $u_{k}$, all three systems must be integrated. That is all unknowns in Equations (14) to (19) must be found simultaneously. There are 12 unknowns in those 6 equations. Also, the closed-loop dynamics (12)-(13) features 2 equations for 4 unknowns. At first, it appears that the computation is in jeopardy. However, let us show that the inclusion relations given in (9)-(10) can be used to remove all unknown states from the equations. Then the only unknowns are the signum values. This is achieved by combining the inclusions and equations into a variational inequality (VI).

## B. VI reformulation

Basic convex analysis [18] tools are used to model the system of Equations (14) to (19) into a form amenable to computations. The main observation to perform the transformation into a VI is that any relation of the type $\lambda \in \operatorname{sgn}(s)$ (all scripts dropped for clarity) in Equations (9)-(11) can be rewritten as $\lambda \in \partial \sigma_{[-1,1]}(s)$, with $\sigma_{K}(x):=\sup _{y \in K}\langle y, x\rangle$ is the support function of the set $K$. Let us explain here the different objects. It can be readily check that

$$
\begin{equation*}
|x|=\sup _{y \in[-1,1]}\langle y, x\rangle=\sigma_{[-1,1]}(x) . \tag{21}
\end{equation*}
$$

Note that the element of $[-1,1]$ that realize the supremum is either 1 or $x$ is positive, -1 if $x$ is negative, or any element of $[-1,1]$ if $x=0$. This is precisely the value of $\lambda \in \operatorname{sgn}(x)$, when sgn is given by Definition 1. Finally, the multivalued function $\partial \sigma: \mathbb{R} \rightrightarrows \mathbb{R}$ denotes the subdifferential of the support function: $g$ is an element of $\partial \sigma_{[-1,1]}(x)$ if it realizes the supremum in (21). The following result holds by Fenchel duality:

$$
\begin{equation*}
\lambda \in \operatorname{sgn}(s) \quad \Longleftrightarrow \quad s \in N_{[-1,1]}(\lambda) \tag{22}
\end{equation*}
$$

where $N_{K}(\cdot): \mathbb{R}^{n} \rightrightarrows \mathbb{R}^{n}$ is the normal cone operator defined as follows: $N_{K}(x)=\left\{d \in \mathbb{R}^{n} \mid\langle d, y-x\rangle \leq 0 \forall y \in\right.$ $K\}$. Using relation (22) in Equations (12) and (13), we get

$$
\begin{array}{r}
0 \in\binom{-\left(R^{k+1} v_{k}+\lambda_{s}^{k+1} F^{k+1}-\mu_{1} \lambda_{s}^{k+1}-\mu_{2} \lambda_{v}^{k+1}\right.}{-\left(R^{k+1}\right)^{-1}\left(\lambda_{s}^{k+1} F^{k+1}-\mu_{1} \lambda_{s}^{k+1}-\mu_{2} \lambda_{v}^{k+1}\right)} \\
+N_{[-1,1]^{2}}\binom{\lambda_{s}^{k+1}}{\lambda_{v}^{k+1}} . \tag{23}
\end{array}
$$

Note that this generalized equation has only two unknowns: $\lambda_{s}^{k+1}$ and $\lambda_{v}^{k+1}$. The same procedure enables us to transform Equations (14) to (19) into generalized equations featuring only 6 unknowns.

$$
\begin{equation*}
0 \in G_{k}(\Lambda)+N_{\mathcal{B}_{\infty}^{6}}(\Lambda) \tag{24}
\end{equation*}
$$

where $\Lambda$ collects all the signums and $\mathcal{B}_{\infty}^{6}$ is the unit ball for the infinite norm in $\mathbb{R}^{6}$, also written $[-1,1]^{6}$. The expression for $G_{k}$ is given in the appendix. This function is indexed by $k$ to denote that it changes at each time instant $t_{k}$. The inclusions (23) and (24) can be characterized even further by recognizing that it is an equivalent form of a Variational Inequality (VI). For instance, solving the VI associated with (24) consists in finding $\Lambda \in \mathcal{B}_{\infty}^{6}$ such that for all $w \in \mathcal{B}_{\infty}^{6}$,

$$
(w-\Lambda)^{T} G_{k}(\Lambda) \geq 0
$$

This is easy to check from the definition of the normal cone operator.

Finite dimensional variational inequalities have been studied since the 70s and there is a nice body of literature devoted to their studies. The reader is referred to [19] for the most recent reference. Also, numerous algorithms have been developed to solve VIs. In the following, those tools are used to characterize the proposed controller and the control input is computed thanks to an algorithm for solving VI. First the well-posedness of the controller is considered.

## Lemma 1. The VIs (23) and (24) have always a solution.

Proof. This result is well known as a special case (Corollary 2.2 .5 , p. 148 in [19]).

Recall that the discrete-time control input (20) is the image by a continuous function of the solution $\Lambda$ of the VI (24)

Corollary 1. The controller with control input defined by (20) is non-anticipative.

Proof. At time $t_{k}$, the map $G_{k}$ is well defined and Lemma 1 give us the existence of a solution $\Lambda$ to (24). Since the control law is a given by a continuous function of this solution $\Lambda$, the control input value is computable based on the information given at time $t_{k}$.

## V. Numerical experimentations

## A. Approaches to solve VIs

For the computation of the control law, we use the PATH solver [21], via the sICONOS software package [22] ${ }^{1}$. The procedure to solve a VIs like (23) and (24) is to successively solve Affine Variational Inequalities (AVI) via a pivotal procedure. Since we are dealing with box constraints, a variant of the Lemke algorithm is used. Since the set is compact, each AVI is processable [23, p. 55], that is the algorithm finds a solution to each subproblem. The check for the processability of the problem, that is finding a solution to the VI, is outside the scope of the paper.

When dealing with nonlinear problem as (23) or (24), there are two approaches to compute a solution.

- An outer linearisation, where the simulation software linearises the problem and task the optimization solver with finding a solution to an affine problem. To promote convergence, the problem is linearised until either a convergence criterion is met, or the maximum number of iterations is reached.
- An inner linearisation, where the optimization solver is tasked with solving the nonlinear problem directly. It relies on the simulation software to linearise the problem.
We strongly advise against using the first method to simulate such system since the solution of the linearised system may be of poor quality with respect to the nonlinear one. A solver like PATH uses a mechanism to retain the best point it finds during the solution of the linear system. The quality of the point is evaluated using a merit function, which is similar to a Lyapunov function but for an optimization algorithm. Therefore, the optimization solver can take advantage of information that is otherwise lost if it is the simulation software that performs the linearisation. In our experiments, the first method could not reliably find a solution in a large number of instances.

[^1]
## B. Simulation results

First the result from a simulation of the system (3) is given in Fig. 5, with no external forces applied. The trajectory is like the one given by the twisting algorithm, which is expected. The next example illustrates the performance


Fig. 5: Evolution of the pair $(s, v)$ for the system (3).


Fig. 6: Evolution of the positions of the two systems.


Fig. 7: Evolution of the velocities of the two systems.


Fig. 8: Evolution of the control input value.
of the tracking controller (7) acting on (5), with identical coefficients of restitution. The setup is the following: $\mu_{1}=$ $30, \mu_{2}=17, \kappa=\kappa_{\text {ref }}=0.5$. The difference between the two systems are now given: first the initial state are $x^{0}=6, \dot{x}^{0}=$ 5 versus $x_{\mathrm{ref}}^{0}=3$ and $\dot{x}_{\mathrm{ref}}^{0}=3$. Then for the real system, the external forces is the classical gravity $F=-9.81 \mathrm{SI}$
whereas for the reference, $F_{\text {ref }}=-19.81$ SI. On Fig. 6, the positions of the two systems are given. The tracking takes place rapidly, and the controlled system undergoes the accumulation without any (numerical) difficulty. Velocities are given on Fig. 7 and the tracking also takes place quickly. Note that the twisting algorithm exhibits an overshooting behavior, before settling down. However, the tracking near the Zeno phenomenon is flawless. The corresponding control input is given on Fig. 8.

## VI. Conclusion

The results presented in this paper give an implicit numerical integration scheme for tracking control problem for nonsmooth systems with resets. The original problem of resets in the dynamics is first converted into a jump-free system via a non-smooth transformation. Then, the numerical integration of the non-smooth system is shown to be well-defined thanks to a reformulation as a VI. Such a method has a contribution in the simulation of hybrid systems of the class of constrained systems considered in the paper. Characterizing the stability of the closed-loop systems is part of the current research effort.
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## APPENDIX <br> CLOSED-LOOP FORMULA FOR $G_{k}$

First note that the relations for the $v$ variables as given in (15), (17), and (19) are already in the right form. It remains to inject the expressions of those variables at $t_{k+1}$ into the one for the $s$ variables. Let us start with the real system: from (17) we have

$$
\begin{array}{r}
v^{k+1}=v^{k}+h\left[( \lambda _ { s } ^ { k + 1 } ) ^ { 2 } \left(-\mu_{1} \lambda_{e_{s}}^{k+1}-\mu_{2} \lambda_{e_{v}}^{k+1}\right.\right. \\
\left.\left.+\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}}^{k+1}+R^{k+1} \lambda_{s}^{k+1}\left(1-\left(\lambda_{s}^{k+1}\right)^{2}\right) F^{k+1}\right)\right] \tag{25}
\end{array}
$$

Using this expression in (16) yields

$$
\begin{align*}
& s^{k+1}=s^{k}+ h R^{k+1}\left(v^{k}+h\left[( \lambda _ { s } ^ { k + 1 } ) ^ { 2 } \left(-\mu_{1} \lambda_{e_{s}}^{k+1}\right.\right.\right. \\
&-\mu_{2} \lambda_{e_{v}}^{k+1}+\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}}^{k+1} F_{\mathrm{ref}}^{k+1}  \tag{26}\\
&+\left.\left.R^{k+1} \lambda_{s}^{k+1}\left(1-\left(\lambda_{s}^{k+1}\right)^{2}\right) F^{k+1}\right)\right] .
\end{align*}
$$

For the reference system, we have a similar formula:

$$
\begin{align*}
v_{\mathrm{ref}}^{k+1} & =v_{\mathrm{ref}}^{k}+h\left(R_{\mathrm{ref}}^{k+1}\right)^{-1} \lambda_{s_{\mathrm{ref}}}^{k+1} F_{\mathrm{ref}}^{k+1}  \tag{27}\\
s_{\mathrm{ref}}^{k+1} & =s_{\mathrm{ref}}^{k}+h R_{\mathrm{ref}}^{k+1} v_{\mathrm{ref}}^{k}+h^{2} \lambda_{s_{\mathrm{ref}}}^{k+1} F_{\mathrm{ref}}^{k+1} \tag{28}
\end{align*}
$$

Finally the error dynamics is given by

$$
\begin{equation*}
e_{v}^{k+1}=v^{k+1}-v_{\mathrm{ref}}^{k+1} \quad e_{s}^{k+1}=s^{k+1}-s_{\mathrm{ref}}^{k+1} \tag{29}
\end{equation*}
$$

The function $G_{k}$ is then given component-wise by the negative of the right-hand side of (25), (26), (27), (28), and (29). One can check that those contain only terms known at $t_{k}$ or components of the unknown $\Lambda$. Also, continuity and differentiability on a (small) open superset of $\mathcal{B}_{\infty}^{6}$ are readily checked since each component is the composition of elementary functions enjoying those properties.
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