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Continuous Petri nets are a relaxation of classical discrete Petri nets in which transitions can be fired
a fractional number of times, and consequently places may contain a fractional number of tokens. Such
continuous Petri nets are an appealing object to study since they over approximate the set of reachable
configurations of their discrete counterparts, and their reachability problem is known to be decidable in
polynomial time. The starting point of this paper is to show that the reachability relation for continuous
Petri nets is definable by a sentence of linear size in the existential theory of the rationals with addition and
order. Using this characterization, we obtain decidability and complexity results for a number of classical
decision problems for continuous Petri nets. In particular, we settle the open problem about the precise
complexity of reachability set inclusion. Finally, we show how continuous Petri nets can be incorporated
inside the classical backward coverability algorithm for discrete Petri nets as a pruning heuristic in order
to tackle the symbolic state explosion problem. The cornerstone of the approach we present is that our
logical characterization enables us to leverage the power of modern SMT-solvers in order to yield a highly
performant and robust decision procedure for coverability in Petri nets. We demonstrate the applicability of
our approach on a set of standard benchmarks from the literature.
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1. INTRODUCTION

Petri nets are a well-established mathematical model for modeling and reasoning
about distributed and concurrent infinite-state systems. They provide a high level of
abstraction that allows for employing them in a great variety of application domains,
ranging, for instance, from formal verification of concurrent programs to the modeling

M. Blondin was supported by the Fonds de recherche du Québec — Nature et technologies (FRQNT), by
the French Centre national de la recherche scientifique (CNRS), and by the “Chaire Digiteo, ENS Cachan
— Ecole Polytechnique”. C. Haase was supported by Labex Digicosme, Univ. Paris-Saclay, project VERI-
CONISS. S. Haddad was supported by the ERC project EQuallS (FP7-308087).

Author’s addresses: M. Blondin, Institut fiir Informatik, Technische Universitidt Miinchen, Boltzmannstr. 3,
85748, Munich, Germany, email: blondin@in.tum.de; A. Finkel and S. Haddad, LSV, CNRS & ENS Cachan,
61 avenue du Président Wilson, 94235 Cachan Cedex, France, email: {finkel, haddad}@lsv.ens-cachan.fr;
C. Haase, Department of Computer Science, University of Oxford, Parks Rd, Oxford OX1 3QD, United King-
dom, email: christoph.haase@cs.ox.ac.uk.

Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted
without fee provided that copies are not made or distributed for profit or commercial advantage and that
copies bear this notice and the full citation on the first page. Copyrights for components of this work owned
by others than ACM must be honored. Abstracting with credit is permitted. To copy otherwise, or repub-
lish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request
permissions from permissions@acm.org.

© YYYY ACM. 1529-3785/YYYY/01-ARTA $15.00

DOI: 0000001.0000001

ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.




A:2 M. Blondin, A. Finkel, C. Haase and S. Haddad

of biological, chemical and business processes (see e.g. [German and Sistla 1992; [Ball
et al. 2001; Reddy et al. 1996; Heiner et al. 2008; |van der Aalst 1998]).

The reachability problem is the central decision problem for Petri nets: given an ini-
tial and a target configuration, the reachability problem asks whether there exist a
sequence of transitions leading from the initial configuration to the target configura-
tion. Even though the reachability problem has been shown decidable several times
over the course of the last 35 years [Mayr 1981; Kosaraju 1982; Lambert 1992; |Leroux
2009 Leroux 2011; Leroux 20121, no practically useful algorithm has yet been found.
In particular, the problem is EXPSPACE-hard [Lipton 1976[, and the best known upper
bound is F 3, “cubic Ackermannian” time [Leroux and Schmitz 2015].

In order to alleviate these high computational costs, one approach is to find suitable
over approximations of the sets of reachable configurations. If a configuration is not in-
cluded in an over approximation, it is guaranteed not to be reachable in the standard
semantics. For instance, one may relax the semantics of Petri nets by allowing places
to contain a negative amount of tokens along a run before ending in a configuration
in which all places have a non-negative number of tokens. Then testing for reacha-
bility simply amounts to solving a system of linear Diophantine equations, which can
be achieved efficiently, both in terms of computational complexity (the problem is NP-
complete [Borosh and Treybing 1976]) and in practice via IP or SMT solvers. Such an
approach has, for instance, been investigated by [Esparza and Melzer [2000] and Es-
parza et al. [2014], where state equations and so-called trap constraints are used in a
semi-decision procedure for disproving reachability.

The focus of this paper is on continuous Petri nets, a variant of Petri nets in which
a transition may be fired a fractional number of times, and where places may conse-
quently carry a non-negative fractional number of tokens. Continuous Petri nets were
introduced by David and Alla [1987] and provide a good over approximation of stan-
dard Petri nets, see e.g. [Recalde et al. 1999; David and Alla 2010]. Moreover, their
big advantage is that their reachability problem has recently been shown decidable in
polynomial time [Fraca and Haddad 2015]l, contrasting greatly with the EXPSPACE-
hardness of their discrete counterparts.

1.1. Our Contribution

The starting point of this paper is to show that the reachability relation of contin-
uous Petri nets is definable by a sentence of linear size in the existential theory of
the rationals with addition and order, FO(Q, +, <). In contrast to discrete Petri nets,
this in particular yields an easy proof of the fact that reachability sets of continuous
Petri nets are closed under all Boolean operations and projections. It moreover en-
tails decidability and complexity results for decision problems of continuous Petri nets
that are definable in FO(Q, +, <), albeit not necessarily with optimal upper complexity
bounds. The decision problems we consider in this paper are reachability set inclusion,
e-liveness and home state problems, and we can show for many of them tight upper
bounds. In particular, we settle the precise complexity of the inclusion problem, which
was left open by Fraca and Haddad [2015] and Blondin et al. [2016].

A further main contribution of our work is to derive from our logical characteriza-
tion of reachability in continuous Petri nets a highly performant and robust decision
algorithm for the coverability problem for discrete Petri nets. The coverability prob-
lem is a relaxation of the reachability problem and defined as follows: given an initial
and a target configuration, does there exist a sequence of transitions leading from the
initial configuration to a configuration that covers the target configuration, i.e., one
that is larger or equal to the target configuration? This problem was one of the first
problems for Petri nets shown decidable [Karp and Miller 1967]], and is known to be
EXPSPACE-complete [Lipton 1976; [Rackoff 1978]. It has attracted much attention in
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the literature since it enables the verification of safety properties of many systems
while being algorithmically and empirically easier to solve than the reachability prob-
lem. The backward algorithm [Arnold and Latteux 1978; |Abdulla et al. 1996 is one
of the most prominent algorithms for deciding coverability. Starting from the target
configuration, it successively computes a set of minimal basis elements which provide
a finite symbolic representation of the set of configurations starting from which the
target configuration can be covered. The main bottleneck of the algorithm is that the
size of the finite representation may grow doubly exponentially during the execution of
the backward algorithm [Bozzelli and Ganty 2011]]. This problem is commonly known
as the symbolic state explosion problem [Delzanno et al. 2004].

In this paper, we revisit the classical backward algorithm for the coverability prob-
lem and use reachability in continuous Petri nets as a pruning heuristic in order to
keep the set of minimal basis elements small. Since continuous Petri nets over ap-
proximate the reachability set of their discrete counter parts, if no configuration in
the set of configurations defined by a minimal basis element is continuously reachable
then no configuration is discretely reachable either. Therefore, minimal basis elements
defining a set of configurations that are not continuously reachable from the initial
configuration can be discarded during the execution of the algorithm, keeping the set
of minimal basis elements small and thus speeding up the algorithm. In particular,
our logical characterization enables us to leverage the power of modern SMT solvers
in order to decide continuous reachability efficiently. The usefulness of our approach
is demonstrated by evaluating it on a set of standard benchmarks from the literature.
We show that our approach decides more than 91% of non-coverability instances, most
of the time much faster when compared to existing tools, and none of those tools can
individually decide more than 84%. Additionally, we show that our approach is also
competitive when run on positive instances of coverability. In particular, overall our
approach decides 142 out of 176 (80%) instances of our benchmark suite, while the
best competitor only decides 122 (69%) instances.

1.2. Structure of this Paper

In Section |2, we define general notation, discrete and continuous Petri nets, and linear
rational arithmetic, and we also recall some results from the literature. Section [3]is
devoted to our logical characterization of the reachability relation for continuous Petri
nets. In Section[4] we study the complexity of the inclusion, e-liveness and home-state
problems. Section |5 presents our algorithm for the coverability problem and its imple-
mentation. In Section [6] we conclude with a summary of our results and discuss some
perspectives of our work.

2. PRELIMINARIES
2.1. General Notation

We denote by Q, Z and N the set of rationals, integers, and natural numabers, respec-
tively, and by Q. the set of non-negative rationals. Throughout the whole paper, all
numbers are encoded in binary, and rational numbers are encoded as pairs of inte-
gers. For ¢ = a/b € Q, we denote by (¢) = [loga] + [logb] + 1 the number of bits
required to represent q. Let D C Q and I be a finite set of indices, we denote by D’
the set of vectors indexed by I. We write a vector u as u = (u;);c;. Given vectors
u = (ui)ier,v = (v;)ier € D!, addition u + v is defined component-wise, and this
definition can be lifted to sets of vectors. Moreover, u < v whenever u; < v; forall i € I,
and u < v whenever u < v and u # v. The support of v is the set [v] = {i € I : v; # 0}.

Given finite sets of indices 7 and J, and D C Q, D'/ denotes the set of matrices
over D with rows and columns indexed by elements from 7 and .J, respectively. Let
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A4 M. Blondin, A. Finkel, C. Haase and S. Haddad

M e D/*/ ' C [ and J' C J, we denote by My . the DI'*7" sub-matrix obtained
from M whose row and columns indices are restricted to I’ and .J/, respectively.

2.2. Petri Nets

In what follows, we introduce the syntax and semantics of Petri nets. While we provide
a single syntax for nets, we introduce in this section a discrete semantics (i.e. in N),
and a continuous semantics (i.e. in Q4 ) in the next section.

Definition 2.1. A Petri net is a tuple N' = (P, T, Pre, Post), where P is a finite set of
places; T is a finite set of transitions such that P NT = (; and Pre, Post € N**T are
the backward and forward incidence matrices, respectively.

A (discrete) marking of N is a vector of N”. The incidence matrix Incid of A is the
P x T integer matrix defined by

Incid £ Post — Pre.

For complexity purposes, we assume that a Petri net is encoded by enumerating the
transitions of N, where every transition of A is encoded as a tuple listing its non-
zero entries in Pre and Post. We denote by |\ the size of . The reverse net of N
isNTE (P,T,Post,Pre). Let p € P and t € T, the pre-sets of p and ¢ are the sets

*p = {t' € T : Post(p,t') > 0} and *t = {p' € P : Pre(p/,t) > 0}, respectively. Likewise,
the post-sets of p and t are p* = {t' € T : Pre(p,t') > 0} and t* = {p’ € P : Post(p/,t) >
0}, respectively. Those definitions can canonically be lifted to subsets of places and of
transitions, e.g., for Q C P we have *Q = UPEQ *p. We also introduce the neighbors of
a subset of places/transitions by: *Q® = *Q U Q°®. Let S C T, then Ny is the sub-net
defined by Ng = (°S*®, S, Preege x5, Poste ey 5).

We say that a transition ¢ € T is enabled at a marking m whenever m(p) > Pre(p, )
for every p € *t. A transition ¢ that is enabled can be fired, leading to a new marking m/’

such that for all places p € P, m/(p) = m(p) + Incid(p,t). We write m L m/ whenever
t is enabled at m and leads to m/, and write m — m/ if m - m/ for some ¢ € T. By —*

we denote the reflexive transitive closure of —. A word o = t1to- -t € T is a firing
sequence of (N, my) whenever there exist markings m, ..., my such that

t1 to te—1 Tk
my — My — -+ ——> Mp_1 —> M.

Two of the most prominent decision problems for Petri nets are reachability and cov-
erability.

Definition 2.2. Given a Petri net N' = (P, T, Pre, Post), an initial marking m, € N”
and a target marking m € N, reachability is the problem to decide whether my —* m,
and the coverability problem asks whether my —* m’ for some m’ > m.

Reachability is known to be decidable, EXPSPACE-hard [Lipton 1976; |Cardoza et al.
1976] and in F_3 [Leroux and Schmitz 2015]], a non-primitive-recursive complexity
class. Coverability is EXPSPACE-complete [Lipton 1976} |Cardoza et al. 1976; Rackoft
1978]. The reachability relation of a Petri net N is defined as

RN) E {(m,m') e N" x N :m —* m/}.
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2.3. Continuous Petri Nets

Continuous Petri nets are Petri nets in which markings may consist of rational num-
berd!] and in which transitions may be fired a fractional number of times. Formally, a
marking of a continuous Petri net is a vector m € QY. Let t € T, the enabling degree
of t with respect to m is a function enab(t, m) € Q U {co} defined by:
(t,m) & {min{m(p)/Pre(p,t) cpect} if*t#£0

o

enab .
otherwise.

We say that t is Q-enabled at m if enab(t,m) > 0. If t is Q-enabled it may be fired by
any amount ¢ € Q, such that 0 < g < enab(t,m), leading to a new marking m’ such

that for all places p € P, m/(p) £ m(p)+q-Incid(p, t). In this case, we write m q—'tn@ m'.
The definition of a Q-firing sequence o = q1t1 - - qitr € (Q4 x T)* is analogous to the
standard definition of firing sequence, and so are —q, —g and Q-reachability. The Q-

def

Parikh image of the firing sequence o is the vector 7(c) € Q1 such that n(0)(t) =
Zti:t q;. We also adapt the aforementioned decision problems for Petri nets.

Definition 2.3. Given a Petri net ' = (P, T, Pre, Post), an initial marking m, € Q%
and a target marking m € Q7, the Q-reachability (respectively Q-coverability) problem
asks whether mqo —g m (respectively mo —¢ m' for some m’ > m).

Both reachability and coverability in continuous Petri nets can be decided with sur-
prisingly low complexity, as captured in the following proposition.

PROPOSITION 2.4 ([[FRACA AND HADDAD 2015[]). Both Q-reachability and Q-
coverability are P-complete.

The continuous reachability relation of a Petri net N is defined as
QR(N) £ {(m,m') € QF x Q¥ : m —om'}.

An important observation about continuous Petri nets is that their reachability sets
over approximate the reachability sets of discrete Petri nets: m — m/ implies m —
m’, and hence m —* m/ implies m —3 m’, i.e., R(N) € QR(N) for any Petri net \V.

2.4. Linear Rational Arithmetic

A tool allowing us to show decidability and complexity results in this paper is the
first-order theory of the rational numbers with addition and order, FO(Q, +, <). Atomic
formulas in this theory are linear constraints over first-order variables « = (z1,...,2,)
that we write as a - ~ b, where ~ € {=,<, <, > >}, a € Q" and b € Q. The size |P|
of a formula @ is the number of symbols required to write down ®, where we assume
binary encoding of numbers. Formulas of FO(Q, +, <) are interpreted in their natural
semantics, and we write [®(x)] for the subset of n-tuples of rational numbers defined
by @, i.e.,

[@(x)] = {(q1,---,qn) € Q™ : ®(q1 /21, ..., qn/xn) is valid}.

We write ¢(x) = ¢(x) whenever ¢ and 1 are semantically equivalent, i.e., define the
same tuples of rational numbers. It is an easy exercise to show that for an FO(Q, +, <)
formula, we may with no loss of generality assume that it does not contain any nega-
tion symbol, and that the only relation symbols used are > and >.

1In fact, the original definition of/David and Alla [1987] allows for real numbers, hence the name continuous
Petri nets. However for studying decidability and complexity issues, rational numbers are more convenient.

ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.



A:6 M. Blondin, A. Finkel, C. Haase and S. Haddad

The full theory of FO(Q, +, <) is decidable in EXPSPACE and in fact complete for
STA(x,2°(™ n) [Berman 1980]. Here, STA(s(n), t(n), a(n)) is the space-time-alternation
measure on the complexity of a decision problem, which consists of all problems decid-
able by an alternating Turing machine that uses on every computation path at most
s(n) tape cells, runs in time ¢(n) and makes a(n) alternations. Moreover, “x” indicates
an unbounded availability of a certain resource. For fixed quantifier alternation pre-
fixes, the complexity of FO(Q, +, <) is more manageable, and its restriction to a fixed
number of i quantifier alternations is only complete for the i-th level of the polynomial
hierarchy.

PROPOSITION 2.5 ([SONTAG 1985, COR. 3.4]). For every i > 0, the %;-fragment
(resp. 11;-fragment) of FO(Q, +, <) is complete for ¥¥ (resp. N%).

3. ALOGICAL CHARACTERIZATION OF REACHABILITY IN CONTINUOUS PETRI NETS

In this section, we develop a logical characterization of the continuous reachability
relation of a given Petri net in the existential fragment of FO(Q, 4, <). Our starting
point is the work of |Fraca and Haddad [2015] that presents an algorithm to decide
reachability in continuous Petri nets in polynomial time. This algorithm builds upon a
characterization of continuous reachability that we recall in Section |3.1|below. Subse-
quently, in Section[3.2)we show how this characterization can be used in order to obtain
an existential FO(Q, +, <) formula of linear size defining the continuous reachability
relation. For the remainder of this section, we fix a Petri net N' = (P, T, Pre, Post).

3.1. Three Criteria Characterizing Continuous Reachability

The key insight underlying the algorithm developed by Fraca and Haddad is that con-
tinuous reachability can be characterized in terms of three simple criteria. First, for a
Petri net A" and a marking m € QJ’:, we introduce the auxiliary definition of firing set,
denoted by fs(N, m). Recall that 7(o) denotes the Parikh image of a firing sequence o,
and that [r(c)] C T is the support of this firing sequence. We set

fs(N,m) = {[r(0)] : 0 € (Q4 x T)* and there is m’ € QF s.t. m Zg m'}.

Thus, fs(N,m) is the set of supports of firing sequences starting in an initial marking
m. Even though fs(N,m) can be of size exponential with respect to |T|, deciding 7" €
fs(NV, m) for some T C T can be done in polynomial time. The following proposition
characterizes the pairs of Q-reachable markings.

PROPOSITION 3.1 ([FRACA AND HADDAD 2015, THM. 201). Given a Petri net N' =
(P,T,Pre, Post), we have (m,m’) € QR(N) if, and only if, there exists y € QX such that

(i) m' =m +Incid -y
(i) [y] € fs(N,m)
(i) Jy] € fs(N=L,m/).

Here, y should be seen as the Parikh image of a firing sequence. The first item
expresses the state equation of N with respect to m, m’ and y; the two subsequent
items express that the support of the solution of the state equation has to lie in the
firing set of A/ and its reverse.

3.2. The Logical Characterization

We now show how to encode the conditions of Proposition in the existential frag-
ment of FO(Q, +, <). Condition (i) of Proposition which expresses the state equa-
tion, is readily expressed as a system of linear equations and thus directly corresponds
to a formula & (x,x’,y) which holds whenever a marking «’ is reached starting in

eqn
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marking = by firing every transition y(¢) times (without any consideration whether
such a firing sequence would actually be admissible). Formally,

oY (z,2',y) Ea' =z +Incid -y Ay >0,

where 0 denotes the null-vector in an appropriate dimension.

Next, we show how to encode Conditions (ii) and (iii) into suitable formulas. To this
end, we require an effective characterization of membership in the firing set fs(N, x)
defined in Section The following characterization can be derived from [Fraca and
Haddad 2015, Cor. 19]. First, we define a monotonic increasing function incfs, , : 2' —
27" as follows:

def

incfsy () =Su{teT:*tC ([x] U{s*:s€ S})}.

Loosely speaking, incfs ,(S) returns the set of transitions S, and additionally those
transitions that can be fired when the places in [z] and those that receive tokens
from transitions in S all carry tokens. Fraca and Haddad [2015] Cor. 19] considered an
algorithm from which it follows that

T' € fs(N,x) <= T' =lfp(incfsy,, ), (D
where lfp is the least fixed point operator, i.e.,
T' = incfsy,, o( - (incfspr,, o(0)) ).

Notice the restriction of A/ to N7. Clearly, the least fixed point is reached after at most
|T’| iterations.

In order to decide whether [y] € fs(NV,x), e simulate this fixed-point computa-
tion by an existential FO(Q, 4, >)-formula <I>fs (z,y). Our approach is inspired by a
technique of Verma, Seidl and Schwentick that was used to show that the reachabil-
ity relation for communication-free Petri nets is definable by a formula in existential
Presburger arithmetic of linear size [Verma et al. 2005|. The basic idea is to introduce
additional first-order variables z indexed by P U T that, given a firing set, capture the
relative order in which transitions of this set are fired and the order in which their
input places are marked. This order corresponds to the computation of lfp(incfs Niul )

and is encoded via a numerical value z(t) (respectively z(p)), representing an index
that must be strictly greater than zero for a transition (respectively an input place of
a transition) of this set. In addition, input places have to be marked before the firing
of a transition, which is captured by the following formula:

N (y.2) = N\ (y(t) >0 — <z(t) >0A /\ 0<z(p) §z(t)>>.

teT pe°*t

Moreover, a place is either marked initially or after the firing of a transition of the
firing set. Hence

N (x,y,z) < /\ (z(p)>0—> (sc ) >0V \/ ) > 0A z( )<z(p)>).

pEP te*p

We can now take the conjunction of the formulas above in order to obtain a logical
characterization of fs(N, w):

def
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Having logically characterized all conditions of Proposition [3.1] we can define the
global continuous reachability relation for a Petri net A as follows:

Opr(x, ') = Ty @eqn(w,w’7y) A @}\!(w,y) A @%71(m’,y).

PROPOSITION 3.2. Let N be a Petri net. There exists an existential FO(Q, +, <)-
formula @y (x,x') computable in time O(|N|) with 4 - |P| + 3 - |T'| variables such that

QR(N) = [o (@, @')].

PROOF. We first show that QR( % C [Pr(x, 2’ ]] Suppose (m,m’) € QR(N ) By
Propos1t10n , there is some y € Q) such that m’ — m + Incid - y, [y] € fs(N,m)
and [y] € fs(N m) Consequently, eqn(m/m,m’ /@’,y) holds. Let 7" = [y], since
T'" € fs(N,m), by (1) we have T" = lfp(incfs,,, ). Denote by z'ncfsj\/T,7m((7J) the i-fold
application of incfs Nopsym 0L (. For every transition ¢ € T, we record the first time ¢
occurs in the fixed point computation and define

() { i € incfsl,, () and t ¢ incfsiz), (0

0 otherwise.

Since Up(incfsy,, m) = mcfs/\q;;l,’m(@), z(t) > 0 for all t € 77, and z(t) = 0 for every
t € T\T'. For every p € P, define

2(p) {z if p € *(incfs)y,, ,m(0)) and p ¢ '(incfsj@l,?m((l)))

0 otherwise.

We now claim that z is a valid solution for ®//(y,2) and ®V, (m/z,vy, z). Regarding
the former, since y(t) > 0 whenever ¢ € 77, by construction z(p) < z(t) for every p € *t,
since t € mcfsjz\;;),’m((b), and hence p € ‘(mcfsjzvt m(0)). Likewise, it follows that z(p) >

0, and, as already discussed above, z(t) > 0. Regardlng validity of <I>mk(m/:v,y7z),
suppose z(p) > 0. If z(p) = 1 then by definition of incfs,, , ,, we have m(p) > 0.

Otherwise, again by definition of incfsy; , ,,,, there is some ¢ € mcfsjz\}f ,);,i(@) such that
p € t*, and hence 0 < z(t) < z(p). It follows that @%(m/w,y) is valid. Validity of

@fsf “1(m/z,y) can be shown along similar lines. It follows that ®(m/xz,m’'/x') is
valid.

In order to show [®p(x,x')] € QR(N), let x, 2, y, 21 and z5 be valuations of vari-
ables such that @, (x, ') evaluates to true (here, we implicitly view ®, to be open
in all those variables). Again, Condition (i) of Proposition is easily seen to be
true due to @an(az, 2’,y) being valid. Thus, let us show that Condition (ii) of Propo-

sition (3.1] E holds, i.e., that [y] € fs(NV,z). Our starting point is that ®}(y, z;/2) and
@,k (2,9, 21/2) hold. Let 7" & [y] and T, ..., T}, C 1" be such that

— 21(t) = z1(¢') whenever {t '}y C Ty

—z1(t;) < z1(¢;) for all i < j such that ¢; € T; and ¢; € Tj; and

—z1(t) >01fand0nly1ft€T for some 1 < i < m.
We now show by induction on i > 1 that J, ., 7; C incfsj\fT,,m(Q)).

For the induction base case, since ®)/(y,z,/z) holds, for every transition t € T}
we have either *t = (), or 0 < z1(p) < z1(t) for all p € *¢. In the latter case, since
O, (x,y, 2z1/2) holds, we have x(p) > 0, i.e., p € [z], for all p € *t since there cannot
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Table I. Decision problems for continuous Petri nets N/, M, where N/ = (P, T, Pre, Post). Here, ¢ is a first-
order variable and , «’ and o’ are vectors of first-order variables indexed by places p € P, e.g., ® = (zp)pep-
New complexity results established in this paper are colored.

Decision Problem | Definition Complexity
Coverability N (@, x’) ©f 3 Dp(z, ") N > ' P-complete
Boundedness Dppa(x) & Sy L v D (e, ") > ' > P-complete

Inclusion @%QM(w, x’) Llyg Dpr(x, ") = Paq(x!, 2”) coNP-complete
e-Liveness @{;f(:c) e >0Ava : Dpr(z,x') — in ¥
— /\ <3w" s O (2 2 A@%}Z(a,w”))
teT

Struct. e-Liveness @flfv 3 @ﬁf () in ¥
Home State fID%L(m, x’) Llyg S pr(z, ") = Dpar(x”, ') coNP-complete

Exist. Home State @'{'},{bm () 3 D (z, ) in 5

be transitions ¢’ € T’ such that 0 < z1(¥') < z1(p) due to all transitions in 77 being
minimal with respect to z;. Hence 77 C z‘ncfs/l\/T,’m(Q)).
For the induction step, suppose that U, ;; T; C z‘ncfsj'\/T,ym(@) and let t € T;11. As

in the base case, if *¢ = () we are done. Otherwise, since <I>/d\{ (y,z1/2) holds, we have
0 < z1(p) < z1(¢) for all p € *t. Since ®,,1(x,y,z1/2z) also holds, for p € *t we have
x(p) > 0, or there is some ¢’ € [ J, j<i Ty such that p € ¢"*. By the induction hypothesis,

we conclude that *¢t C ([x] U {t'*: ' € ianSj\/T,,m(@)}), and hence ¢t € incfsj'\}’;/,m(@).
Now since y(t) > 0 implies 2(¢) > 0, we have 7" = |J,.,-,, T, and consequently
T =[y] € fs(NV, x). -
Regarding the complexity of computing ®,r(x, '), we first note that in linear time

we can compute a list that keeps for each place p € P its set of incoming transitions,
*p, and its set of outgoing transitions, p®. It follows that every formula <I>an(a:, ', y),

(I’ij\s/ (z,y)and CDJ/}S/ “'(«/,y) can be computed by traversing the encoding of A or the afore-
mentioned generated list once, and hence ®/(x, ') can overall be computed in O(JV]).
Finally, observe that both « and «’ are vectors of |P| variables each, y is a vector of
|T'| variables, and z is a vector of |P| + |T'| variables occurring twice. Consequently,
@ pr(x, x’) contains 4 - |[P| + 3 - |T'| variables. O

4. DECISION PROBLEMS FOR CONTINUOUS PETRI NETS

Besides reachability, there exists a plethora of further decision problems for Petri
nets whose decidability and computational complexity has been studied in the liter-
ature, both in the continuous and discrete setting. In Table [, we employ the formula
P (z, ') defining the continuous reachability relation from Proposition[3.2)in order to
give an overview of some decision problems for continuous Petri nets, their formal defi-
nition in FO(Q, +, <), and their computational complexity. Cells with blue background
color indicate results that we will establish in the subsequent sections.

In words, given a Petri net N, an initial marking m and a marking m’, cover-
ability asks whether there is some configuration m’ that is reachable and in which
every place contains at least as many tokens as specified by m’. This problem is P-
complete [Fraca and Haddad 2015|. Boundedness asks whether there is some marking
m’ such that every marking m’” reachable from m does not exceed m’ in any of its
components. This problem is also P-complete [Fraca and Haddad 2015]. Given another
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Petri net M with the same set of places as N, inclusion asks whether every marking
m” reachable from m in A is also reachable in M starting in m/’. This problem is
known to be coNP-hard and in EXP [Fraca and Haddad 2015]], and we improve this re-
sult in Section and show that inclusion is actually coNP-complete. -Liveness asks
whether there exists a rational € > 0 such that for every marking m’ reachable from m
and every transition ¢t € T, a marking m” is reachable such that ¢ has enabling degree
at least ¢ in m”. For « = (x,)pc p, Table [ uses the abbreviation

1 e
SNt (e ) 8 ) Noet Bray " Tp 28 1170
nbld true otherwise,

ie., @ﬁg’fd(s, x) holds whenever the enabling degree of ¢ in « is at least ¢. Structural e-
liveness asks whether there exists some initial marking m such that A is e-live in m.
We show in Section[4.3|that e-liveness and structural e-liveness are decidable in ¥5. As
mentioned by Recalde et al. [1999, Sec. 5], the definition of (structural) e-liveness is ar-
guably more suitable for continuous Petri nets as compared to the standard definitions
from discrete Petri nets which only require enabledness. For example, consider a Petri
net such that all of its transitions decrease the number of tokens. Such a Petri net is
not live under the discrete semantics. However, it could be “live” under the continuous
semantics by firing transitions by increasingly smaller amounts. It is difficult to give
a natural interepration justifying such Zeno runs to contribute to liveness, especially
in such a system that strictly monotonically decreases the number of tokens of every
place. Finally, a marking m’ is a home state if m’ can be reached from every mark-
ing m” that can be reached from m. The existential home-state problem is to decide
whether there exists a home state for a given initial marking m. In Section 4.4, we
show that the home-state problem is coNP-complete, and that the existential home-
state problem is decidable in ¥5.

The benefit of our characterization of continuous reachability in FO(Q, +, <) is that
we immediately obtain decidability of all decision problems presented in Table [I| via
Proposition albeit not always with optimal upper bounds. Roughly speaking, the
reason for this is that satisfiability in existential FO(Q, +, <) is NP-complete while
reachability in continuous Petri nets is P-complete. Nevertheless, our characterization
turns out to be a good starting point for the (tight) upper bounds that we develop.

In the discrete setting, the complexity of the decision problems we consider is only
rarely known and significantly higher than in the continuous setting. Both coverabil-
ity and boundedness are EXPSPACE-complete [Lipton 1976; Rackoff 1978]; inclusion is
undecidable [Hack 1976]]; standard liveness is inter-reducible with reachability [Hack
1974] and structural liveness has recently been shown decidable and hard for reacha-
bility [Jancar 2017]; the home state problem is decidable [de Frutos Escrig and Johnen
1989; Desel and Esparza 1995[, and the existential home-state problem has recently
been shown decidable and hard for reachability in discrete Petri nets [Best and Es-
parza 2016].

It is worth mentioning that, except for coverability, the discrete versions of the de-
cision problems of Table [[| cannot be over approximated via the continuous semantics.
Let N1, N3 and N3 be the Petri nets illustrated in Figure [1] from left to right. It is
readily seen that

R(N1)(1,0) = {(1,0)}, R(N2)(1,0) = {(n+1,0) : n € N},
QR(Nl)(LO) :{(Ln) 5716@4_}, QR( )(170) (TL+1,0) nGQ_,.}
(

We have R(N1)(1,0) € R(N2)(1,0), but QR(N7)(1,0) € QR(N32)(1,0). Moreover
R(N1)(1,0) is bounded, but QR(N7)(1,0) is not. Clearly, (1,0) is a discrete home state

={
={

S &

ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.



The Logical View on Continuous Petri Nets A:11

p

GO O O

2

Fig. 1. Examples of Petri nets N1, N2 and N3 showing that boundedness, inclusion, liveness and home
states problems cannot be over approximated by the continuous semantics. The rightmost Petri net is bor-
rowed from [Recalde et al. [1999].

of NV from (1,0) since it is the unique reachable marking. However, A; has no contin-
uous home state from (1, 0) since r strictly increases the number of tokens. Therefore,
inclusion, boundedness and the (existential) home state problems cannot be over ap-
proximated by the continuous semantics. As for liveness, observe that N3 is live from
(1,1) as its only discrete run is (1,1) iR (3,0) = (1,1) X .... However, for every mark-

ing (m,n), we have (m,n) MQ (0,m/2+n) and (0,m/2 + n) is dead, regardless of

the enabling degree.

4.1. Small Points in Convex Polyhedra and Projections of Convex Polyhedra

As a preparatory step for the subsequent sections, here we recall and establish a num-
ber of results concerning linear programming and FO(Q, +, <). We first show that non-
empty systems of mixed linear inequalities and strict inequalities contain small points.
Here and in the following, by “small” we mean objects which can be represented using a
polynomial number of bits in the representation of a given system. Next, we show that
the set of solutions of such systems can be obtained as the union of solutions sets of a
finite number of polyhedra of small facet complexity. Finally, we provide a quantifier
elimination method for FO(Q, +, <) which yields formulas of small facet complexity.
All terminology will be clarified below.

The results explored in this section have partly been obtained by |Sontag [1985]
and [Schrijver [1998], and are not novel as such. However, when looking at the ex-
position of Sontag [1985]], we observed that some proof details are rather coarse, and
that more detailed yet no more complex arguments are possible. In Proposition [4.4] be-
low, compared to the work of |Sontag [1985]], we also provide a more explicit geometric
characterization of projections of systems of mixed linear inequalities and strict in-
equalities. We believe and hope that an interested reader will view and appreciate our
exposition as a valuable complement to the results and reasoning presented by Sontag
[1985].

We begin with introducing some auxiliary definitions. Let A € Q™*" be an (m x n)-
matrix with rational coefficients, and let ¢ € Q™. We call S : A-x > c a system of
linear inequalities in the unknowns = = (z;)1<i<,. Writing A = (a; ;)1<i<m,1<j<n and
¢ = (¢;)1<i<m, S can alternatively be viewed as the conjunction

\I’5<£L') d:ef /\ (ai71,...,ai,n) - Z C;. (2)
1<i<m
We define the set [S] of solutions of S as [S] = [¥s(x)] C Q". The facet complexity (S)
of S is the largest bit size needed to represent any row of S; formally:
<S> £ + max (ai,j> + <Cl>

1<i<m
= =Mg<n
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Note that the facet complexity is independent of the number of rows of S. For a single
vector v € Q™, (v) is the bit size of the largest component of v. By ||v|| we denote the

maximum of the absolute values of all components of v, and for finite sets V' C Q™ we

define ||V || £ maxyev|v].

If in the representation in (2) we allow further relational symbols such as > and =,
we obtain systems of mixed linear inequalities, strict inequalities and equalities. We
write such systems, e.g.,as S: A-x > ¢ A B-x > d (in particular, an equality can
always be written as a conjunction of two non-strict inequalities). The definition of (S)
is analogous as above.

Given a finite set of vectors V = {vy,...,v,} C Q™, in this paper the convex hull
and the cone generated by V are defined as

coanM{veQm:vZ/\i~vi,)\¢ EQ,ng\igl,Z)\i < 1}
i=1 i=1

coneVd:ef{ve(@m:v:Z/\i~vi,)\iEQ,)\iZO}.

i=1

Note that for subsequent technical convenience, in our definition of the convex hull
we require the \; to only sum up to less or equal to one, as opposed to exactly one
which is more commonly found in the literature. We may do so as it is not difficult to
check that for V' as above there are u € Q™ and U = {us,...,u,} C Q™ such that
lull, U]l < O(|[V]]) and

u~+convlU = {'v eQm:v= Z)\i~vi7)\i eQ0< N < 1,2)% = 1},
i=1 i=1
and vice versa.
We first recall a classical result from the theory of linear programming that states
that the set of solutions of a systems of linear inequalities can be obtained as the sum
of a finite polyhedron and a cone.

PROPOSITION 4.1. [Schrijver 1998, Thm. 10.2] Let S : A-x > c be a system of
linear inequalities. Then there exist a rational vector u and finite sets of rational vectors
{vj}jes {wirex such that (u), (v;), (wy) < poly((S)) and

[S] = u + conv{w;};cs + cone{ws } ek

In our first result, we apply Proposition 4.1fin order to show that non-empty systems
of mixed linear inequalities and strict inequalities contain points whose representation
size is polynomial in the facet complexity of the system. For such a system S: A.-x >
cAB-z >d, by S we denote the system of linear inequalities S: (£) -z > (§), whose
set of solutions is the topological closure of the solutions of S.

PROPOSITION 4.2. Let S : A-x > cAB-x > d be a system of mixed linear inequalities
and strict inequalities such that [S] # 0. Then there is v € [S] such that {(v) < poly((S)).

PROOF. Let A and B be m x n and m’ x n matrices, respectively. Let z € [S], and
consequently z € [S]. By Proposition

[S] = w + conv{v;}jes + cone{wy }rex

for some index sets J, K, and vectors u, {v;};c; and {w;}rcx of bit size polynomial in
(S) =(S).
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Let E be the linear subspace generated by {v;},c; and {wy}rck. It has dimension
at most n. So there are subsets {v1,...v,} C {v;};cs and some {w1,... ws} C {wytrek
such that {vi,...v,,w,...ws} generates E, r > 0 and r + s < n. In particular, z =
U+ i AU+ D <y - wj for some {A; Fi<i<rn, {1h<j<s € Q.

Now define 2’ =< u + Yi<j<r 35 Vi + Y1< <, wj. By construction 2’ € S and (z') <
poly((S)). We claim that z’ € S. For the sake of contradiction, assume that some strict
inequality of B - z’ > d is violated, say b - 2’ = d for some row b -« > d of B - « > d. For
some ¢ > 0, consider vector z. = (1 +¢) - 2’ — ¢ - z. On the one hand, we have

b-z.=(1+¢e) b2 —e-b-z=d—c-(b-z—d)<d.
On the other hand, z. = u+ Y, .(55= —¢- X)) v+ >, ,(1+e—¢-p;) - w;. Thus
for € enough small, z. € S which yields a contradiction. O

Next, we recall the reverse direction of Proposition [4.1

PROPOSITION 4.3. [Schrijver 1998, Thm. 10.2] Let u be a rational vector, and let
{v;}jes, {wilrer be finite sets of rational vectors. There exists a system of linear in-
equalities S : A-x > b such that (S) < poly((u) + max;c;(v;) + maxyex (wy)) and

[S] = u + conv{v,}cs + cone{wy } ek

We now turn towards projections of systems of mixed linear inequalities and strict
inequalities. Given such a system S : A-x > ¢ A B-x > d such that x = (y, z), we
denote by 7, [S] the projection of the set of solutions of S onto y. The next proposition
establishes that projections of the set of solutions of systems of mixed linear inequal-
ities and strict inequalities can be obtained as the union of the set of solutions of a
finite number of systems of mixed linear equalities and strict inequalities.

PROPOSITION 4.4. Let S: A-x > cAB-x > d be a system of mixed linear inequalities
and strict inequalities such that x = (y, z). Then there are a finite number of systems of
mixed linear equalities and strict inequalities S; : A; -y = b; ANB; -y > d;, i € I, such
that (S;) < poly((S)) for all i € I, and

my[S] = JISil.
i€l

PROOF. By Proposition there exist a rational vector u and finite sets of rational
vectors {v;};cs, {wi}rex for some index sets J, K such that (u), (v;), (wi) < poly((S))
and

[S] = w + conv{v;}cs + cone{wy }rek-

Projecting all vectors onto the y-components and applying Proposition 4.3 we obtain a
system of linear inequalities S’ : C - y > e such that 7, [S] = [9'] and (S") < poly((S)).
Write S’ as a conjunction of linear inequalities ¥ss such that Vs, = A\, ¢ -y > ;.
For a partition of K as K = EWG, let Sg ¢ be the system of mixed linear equalities and
strict inequalities corresponding to Vi ¢ : A,cpcr-y = e AN\ cq €k -y > ex. Moreover,
let

I={(B,G): my[S]N [Spc] # 0.

We claim that 7, [S] = U,;[5:]. Since 7, [S] C [S'], we have

mylSl =m[SIN[ST= |J mlSIn[Secl = JmlSIn IS < JISi]-

K=FEWG iel iel
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It thus remains to show that [Sg ] C my[S] for every (E,G) € I. To this end, let
(E,G) eI, letu € my[S]N[SE,¢] and let v € [Sg.¢]. Fore > 0, set v, E(l4e)v—c-u.
For all k € F we have ¢ -v. = ei, and for all k € G we have ¢;,-v. = ¢ -v+e ¢ (vV—u).
Thus, for small enough ¢, we have v. € [Sg ¢]. Since u € 7,[S] and v. € [Sg¢] C
[S'] = my[S], there exist w,w. such that (u,w) € [S] and (v.,w.) € [S]. It can easily
be shown that a; - 21 +ay - z9 € [S] for every z; € [S], z2 € [S] and a1, az > 0 such that
a1 + as = 1. Therefore, in particular, e (u,w) + ﬁ - (ve,w.) € [S]- Now, observe
that v = ;Sou + Tlug"’@ This implies that (v, =2 - w + ﬁ -w,.) € [9], and hence that
vem[S]. O

Finally, we can employ Proposition in order to provide a quantifier elimination
procedure for FO(Q, +, <) which yields formulas of small facet complexity. Given a
quantifier-free formula ¢(x), recall that we may assume that no negation symbols
occur in p(x), and that the only relation symbols occurring in ¢(x) are > and >. Hence,
the disjunctive normal form of p(x) can be written as

o(x) = \/Ai‘a:Zci/\Bi~a:>di.
iel
We define the facet complexity (p(x)) as the maximum over (S;), i € I, where each S; is
A;-x > ¢;\B;-x > d;. Observe that negating ¢ (x) does not change its facet complexity.

COROLLARY 4.5. Let o(y, z) be a quantifier-free FO(Q, +, <)-formula. Then there is
¥(y) such that [(y)] = myle(y, 2)] and (¥(y)) < poly({¢(y, 2))).

PROOF. Let x = (y,2),and let S; : A;-x > ¢; AB;-x > d;, i € I, be all systems
of mixed linear inequalities and strict inequalities in the disjunctive normal form of (.
By Proposition [4.4] for every S; there exist systems S; ; : A;; -y > ¢ij ABij -y > dij,

def

j € Ji, such that 7y [S;] = U, ;. [5,;], and (S; ;) < poly((S;)). Consequently, (y) =
Vier Vjes, Aij -y = ¢ij A Bij-y > d;;has the desired properties. O

4.2. The Inclusion Problem

Given continuous Petri nets A/, M with the same set of places and initial markings
m,m’, inclusion asks whether every marking m’ reachable from m in N is also reach-
able in M from m/. Recall the logical definition of inclusion provided in Table [I| given

as fI)f,{’cM(x,:c’) E v : dpy(z,x") — Paoq(a’,2”). Here, we improve the EXP upper
bound developed by Fraca and Haddad [2015] and the immediate M5-upper bound
from Proposition [2.5] and show that the coNP lower bound given by Fraca and Haddad

[2015] is actually tight.
PROPOSITION 4.6. Inclusion for continuous Petri nets is coNP-complete.

PROOF. For fixed initial markings m, m/, using standard transformations and re-

naming of variables, we have that @%;M(m, m/') is equivalent to a II;-sentence ¢ =

e g suh that (463, 9) < (@3 M (m,m!)| < poly(IM] + [N| + (m) + (m).
By Corollary [4.5] there is ¢/ (x) such that ¢ = V& : ¢/(z) and (¢'(x)) < poly(y)(z,y)).
Hence, if ¢ is invalid it follows from Proposition that there exists some witness v
such that ¢/(v) does not hold and (v) < poly((¢)'(x))).

Consequently, an NP algorithm deciding non-inclusion proceeds as follows: guess a v
such that (v) < poly(|M|+|N|+(m)+(m')), and by Proposition[2.4]verify in polynomial
time that (m,v) € QR(N) and (m,v) ¢ QR(M). Hence, inclusion for continuous Petri
nets is in coNP. O
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Remark 4.7. It is worth mentioning that Proposition additionally yields a coNP-
completeness result for reversibility of a continuous Petri net. Given a Petri net A" and
a configuration m, reversibility is to decide whether QR (N)(m) C QR(N ~!)(m) holds.
This problem is coNP-hard [Fraca and Haddad 2015] and by Proposition in coNP,
hence coNP-complete.

4.3. =-Liveness Problems

Given a continuous Petri net A" and a marking m, recall that the e-liveness problem
asks whether there exists an ¢ > 0 such that for every marking m’ reachable from m
and every transition ¢t € T, a marking m” is reachable such that ¢ has enabling degree
at least € in m”. Recall the logical definition from Table

def

N () EIe:e >0V : Dpr(x, ') — /\ (Elw" c D (2 2 A @Q@’ltd(s,w”)) .
teT

Structural e-liveness asks whether there exists some initial marking m such that N is
e-live in m, i.e., whether &N % 3z : @ﬁ{ (x) is valid. To the best of our knowledge, the

sly. —

following is the first decidability and complexity result for (structural) c-liveness.
PROPOSITION 4.8. e-Liveness and structural e-liveness are decidable in ¥5.

PROOF. Inspecting & , we see that it is a Y3-sentence in FO(Q, +, <). Conse-

sl

quently, an application of Proposition yields the desired upper bounds. O

Unfortunately, there does not seem to be an obvious way to decrease those upper
bounds, though we suspect them not to be tight. The precise complexity of (structural)
e-liveness remains an open problem of this paper.

4.4. Home-State Problems

Given a continuous Petri net A/ and an initial marking m, a marking m’ is a home
state if m’ can be reached from every marking m/ that can be reached from m. The
existential home-state problem is to decide whether there exists a home state for a
given initial marking m. Again, we recall the logical definitions of those problems

from Table N (x, ') E Ve : Dpr(x,x") — Op(x”, x') for the home-state problem,

hm
and & () = 3z’ : @y, (x, 2') for the existential home-state problem.

PROPOSITION 4.9. The home-state problem for continuous Petri nets is coNP-
complete.

PROOF. The home-state problem can be rephrased as an inclusion problem. We have
that m/ is a home state if and only if QR(N)(m) C QR(N ~1)(m’). Consequently, by
Proposition [4.6] it is decidable in coNP.

To show coNP-hardness of the home-state problem, we adapt a reduction from 3-SAT
used by|Fraca and Haddad [2015, Prop. 34] and |Desel and Esparza [1995, Thm. 4.28] to
show that the liveness problem is coNP-complete, respectively, for continuous and dis-
crete free-choice Petri nets. Let ¢ be a formula in 3-CNF with k variables z1, 2o, .. ., 7%
and m clauses C1, Cs, ..., Cp,. For each clause C;, we define ¢, 1, ¢; 2 and ¢, 3 as its three
literals. Consider the continuous Petri net A/ obtained from ¢ as follows:

—for every 1 < i < k, we add a place p; initially marked by the marking mg, and
transitions ¢; and f; that both have p; as an their sole input place;

—for every 1 < j < m, we add empty places ¢; 1, ¢; 2, ¢;,3 such that g; ; is an output place
of t; if ¢; , = —a; or an output place of f; if ¢; , = x;;

—for every 1 < j < m, we add a transition ¢; with g;1, ¢;2 and g; 3 as its only input
places.
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— we add an empty place p,,q;» as the output place of ¢y, ¢cs, ..., cp,.

It was shown by Fraca and Haddad [2015, Prop. 34] that ¢ is unsatisfiable if, and only
if, for every marking m reachable from my in V, there exists a marking m’ reachable
from m such that m/(p,qin) > 0.

We exploit this observation to obtain a reduction to the home-state problem. Let A/
be the continuous Petri net obtained from N as follows:

— we add a transition t4.. that removes two tokens from p,,,;, and adds one token to
Pmains

—we add a transition t;,. that removes one token from p,,.;, and adds two token to
Pmain;

— for every place p # pyain from N, we add a transition ¢, with input places p and p,qin,
and output place p.qin-

Let m be a marking such that m(p,,4:n) > 0. It is not so difficult to see that it is possible
to increase or decrease m(pmqn) to any positive value, but never to 0; in particular, a
marking of p,,.:;, With value 1 can always be reached. Moreover, from m, any place
P # Pmain can reach zero by executing ¢, by the appropriate amount.

Therefore, if ¢ is unsatisfiable, by the above observation on N, any marking reach-
able from m can reach a marking with a non-zero value in p,,4;,. Moreover, by con-
struction of A/, any marking with a non-zero value in p,,.;, can lead to a marking
where all of the other places are emptied, and then where p,,.;, is set to 1.

Let myp,me be the marking of A7 defined by mpome(p) = 1 if p = ppain and 0 oth-
erwise. We conclude that ¢ is unsatisfiable if, and only if, m ... is a home state of

N'. O
PROPOSITION 4.10. The existential home-state problem is decidable in ¥5.

PROOF. For a fixed initial marking m, by repeated quantifier elimination we have
that Y (m) = 3z : y(x) for some 1(x) such that <¢(m%§ poly((® (m))) <
poly(JN| + (m)). Consequently, it follows from Proposition that if there exists a
home state m’ then there is one, say v, such that (v) < poly(JNV| + (m)). Hence, v can
be guessed in NP, and using a coNP oracle it can be verified that v is indeed a home
state with respect to the initial marking m. O

As remarked by |Jancar [2017]], structural versions of Petri-net decision problems
are often easier to decide, as is exemplified by the structural boundedness problem for
discrete Petri nets. This problem is solvable in P, see e.g. [Thoen and Catthoor 2000],
whereas boundedness is EXPSPACE-complete [Lipton 1976; Rackoff 1978]. It does not
seem inconceivable that the existential home-state problem can be decided with lower
complexity.

5. COVERABILITY IN PETRI NETS VIA REACHABILITY IN CONTINUOUS PETRI NETS

Recall that, given a (continuous or discrete) Petri net A/, an initial marking mg and a
target marking m, the coverability problem asks whether m is coverable from mg in
N, i.e., whether mq —* m/’ for some marking m’ > m.

The coverability problem was one of the first decision problems shown decidable for
discrete Petri nets [Karp and Miller 1967; Hack 1976]. In the approach pioneered by
Karp and Miller, a finite tree representing markings coverable from m is constructed.
This tree is obtained from building the reachability tree starting from the initial mark-
ing mo and computing so-called accelerations whenever a node has a smaller or equal
ancestor. The scalability of this approach is limited since the size of this tree may be
non-primitive recursive. Nevertheless, heuristics have been investigated that keep the
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size of the tree manageable in practice, see e.g. [Geeraerts et al. 2010; Reynier and
Servais 2013} [Valmari and Hansen 2014].

Another popular approach for solving the coverability problem, namely the back-
ward approach, that forms the basis of the approach that we present in this paper, was
introduced by |Arnold and Latteux [1978] for vector addition systems with resets, and
first formalized and popularized by Abdulla et al. [1996] in the more general context
of well-structured transition systems. This approach is based on an algorithm that
begins with the target marking m and iteratively computes predecessors of m from
which a marking larger or equal to m may be reached; hence its name, the backward
algorithm. A bottleneck of the backward algorithm is that its number of iterations
may be doubly exponential in the worst case [Bozzelli and Ganty 2011]. In particular,
as the set of predecessors computed by the algorithm may also grow doubly exponen-
tially [Bozzelli and Ganty 2011], computations tend to become much slower as the
number of iterations increases, even on Petri nets of relatively modest size.

In this section, we show how to speedup computations of the backward algorithm
by exploiting reachability in continuous Petri nets as a pruning criterion. That is, in
every iteration of the backward algorithm, we use the over approximation provided by
continuous Petri nets in order to discard all predecessors which define a set of con-
figurations which are not coverable in the continuous semantics. A cornerstone of the
empirical performance of our approach is that the logical characterization of reach-
ability in continuous Petri nets enables us to employ SMT-solvers in our prototype
implementation for those purposes.

This section is structured as follows. In Section[5.1] we introduce some auxiliary def-
initions and recall the backward algorithm. Subsequently, in Section we develop
our variant of the backward algorithm in which Q-coverability is used as a pruning
criterion. Section describes an implementation and the evaluation of the algorithm
developed in Section Finally, in Section |5.4] we discuss the relationship of our vari-
ant of the backward algorithm to approaches that have appeared in the literature.

5.1. The Backward Algorithm

We first present the classical backward algorithm and introduce some auxiliary defi-
nitions. A set V C N is upward-closed if for every v € V and w € N”, v < w implies
w € V. The upward closure of a vector v € N” is the set

def

to &

This definition can be lifted to sets V' C N in the obvious way, i.e., 1V = Uypey Tv.
Due to N being well-quasi-ordered by <, any upward-closed set V contains a finite
subset F C V such that V = 1F. Such an I is called a basis of V and allows for a
finite representation of an upward-closed set. In particular, it can be shown that V'
contains a unique minimal basis B C V that is minimal with respect to inclusion
for all bases FF C V. We use minbase(V) to denote this minimal basis. For any finite
basis F' of V, minbase(V) is obtained by deleting vectors v € F' such that there exists
w € F with w < v. For a Petri net N' = (P,T,Pre, Post) and a set of markings M,

def

we define pred(M) as the set of predecessors of M, i.e., pred(M) = {m € NF : m EN
m/ for somet € T,m’ € M}. Note that for every upward-closed set M, pred(M) is
upward-closed.

Formally, the backward algorithm computes a sequence

Moy, My, Ms, ... 3)

such that tM, = tm and tM; = pred(tM;_1) for every i > 0. Since Petri nets
are well-structured, stabilizes to some M, such that 1M, = {x € N’ : x —*

{weN v <wl
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ALGORITHM 1: Backward algorithm solving the coverability problem for Petri nets.

Input: Petri net V' = (P, T, Pre, Post) and mo, m € N”.
Output: Does there exist m’ € tm such that mo —* m'?
while mo ¢ TM do
B« pb(M)\ TM
if B = () then
| return false
else
| M < minbase(M U B)
end
end
return true

m’ for some m’ > m} (see e.g. [Abdulla et al. 1996; Finkel and Schnoebelen 2001]).
Therefore, the target marking m is coverable from the initial marking m if, and only
if, mo € TM,,.

We detail the backward algorithm in Algorithm [I} Each upward-closed set TM; is
represented by its unique minimal basis M;. Moreover, to implement the computation
of pred(TM;_1), we follow [Finkel and Leroux [2015]. We associate to each marking
v € NP and each transition ¢ € T the marking v, defined by

vi(p) = max{Pre(p,t),v(p) — Incid(p,t)} for every p € P.

It is possible to verify that {v;} is the minimal basis of markings covering v after firing
t,i.e.

{v;} = minbase({u € N : there is v’ € tv such that u % v'}).

def

Let V C N”, we let pb(V) = U, ey er{us}, which allows us to obtain the potentially
non-minimal finite basis pb(V) of pred(1V), i.e.

tpb(V) = {u € NP : there is v’ € 1V such that u — v’}
= pred(1V).

5.2. The Backward Algorithm Modulo Q-Coverability

We now present our extension of the classical backward algorithm that incorporates
Q-coverability checks during its execution in order to keep the set of minimal basis
elements small. This algorithm is detailed in Algorithm [2| Blue font color indicates
differences to Algorithm

Let NV be a Petri net, m( an initial marking and m a target marking to cover. On
Line 1, we first test whether m is Q-coverable from my. If it is the case, on Line 3, we
derive an open formula ¢ (x) from &Y (m,x) from Table [[|such that v (x) holds if and
only if z is Q-coverable in V. On Lines 6 and 7, we prune new markings, i.e., markings
from B that are not Q-coverable from m, and that would have thus never led to m,
in subsequent iterations.

PROPOSITION 5.1. Let N' = (P,T,Pre, Post) be a Petri net and my, m € N”. Algo-
rithm [lalways halts, and returns “true” if, and only if, m is coverable from m,.
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ALGORITHM 2: Backward algorithm modulo Q-coverability.

Input: Petri net V' = (P, T, Pre, Post) and mg, m € N7,
Output: Does there exist m’ € tm such that mo —* m'?
if m is not Q-coverable from m, then return false
M + {m}
() « N, (mo, x)
while mo ¢ TM do
B « pb(M)\ M
D+ {veB:w)}
B+« B\D
if B = () then
| return false
else
| M < minbase(M U B)
end
end
return true

PrOOF. Let B,, and M,, be respectively the values of B and M on Lines 7 and 11 of
Algorithm [2in the n-th iteration of the while loop. We note that

1M, :{xGNP:moﬁam’andmgyforsomew/Zx,yzmandogkgn},
BngTMn\TMnfl

Moreover, we have that m is coverable from my if, and only if, m is Q-coverable from
myg and there is y € Tm such that my —* y. Therefore, by definition of Lines 9 and 14,
the algorithm is correct.

Since < is a well-quasi-order for N”, we know that the sequence tM; C M, C ...
stabilizes after a finite number of iterations n. Thus, after n iterations, either B = () on
Line 8, or mq € ™M on Line 4. In both cases, the algorithm halts. Therefore, it always
halts. O

5.3. QCover: An Implementation of the Backward Algorithm Modulo Q-Coverability

In this section, we provide an empirical evaluation of Algorithm [2/on a benchmark set
from the literature. In Section [5.3.1] we discuss some details of our implementation,
and in Section we compare QCOVER against various tools from the literature.

5.3.1. Implementation Details. We have implemented the backward algorithm modulo
Q-coverability in a tool called QCOVER“ in the programming language PYTHON.
Petri Nets are represented by their Pre and Post matrices with the NUMPYE] li-
brary. QCOVER also supports sparse matrices representation for very large Petri nets
through SCIPYE} The input file format of coverability instances for QCOVER is a strict
subset of the MIST file formatP|

In order to achieve a better performance, for a given coverability instance we first
use a single pass of the polynomial-time algorithm of Fraca and Haddad [2015] in
order to discharge instances which are not Q-coverable. If the instance is Q-coverable,

2QCOVER is available at https:/github.com/blondimi/qcover/.

3NUMPY is available at http:/www.numpy.org/.

4SCIPY is available at http:/www.scipy.org/scipylib/.

5See https://github.com/pierreganty/mist/wiki#input-format-of-mist. Note that this format supports counter
machines more general than Petri nets; QCOVER only supports a strict subset corresponding to Petri nets.

ACM Transactions on Computational Logic, Vol. V, No. N, Article A, Publication date: January YYYY.


https://github.com/blondimi/qcover/
http://www.numpy.org/
http://www.scipy.org/scipylib/
https://github.com/pierreganty/mist/wiki#input-format-of-mist

A:20 M. Blondin, A. Finkel, C. Haase and S. Haddad

Table Il. Left: number of safe and unsafe systems for each suite. Right: Petri nets average number of places and
transitions for each suite.

Suite Safe | Unsafe || Total Suite Avg. num. of places | Avg. num. of transitions
mist 23 4 27 mist 43 69
bfc 2 44 46 bfc 207 1,350
soter 38 12 50 soter 2,805 4,985
medical 12 0 12 medical 312 5,431
bug_tracking 40 1 41 bug_tracking 754 27,370
Total 115 61 176 Total 1,054 8,458

we resort to Algorithm [2] In order to check satisfiability of 1/(z), we make use of the
SMT solver Z3 [de Moura and Bjgrner 2008], and we additionally interpret variables
over N instead of Q, with the goal of pruning more markings. The reason why we do
not use the polynomial-time algorithm of Fraca and Haddad [2015] throughout the
whole while-loop of Algorithm |2|is that on a single instance, this algorithm is usually
faster, however when running multiple Q-coverability queries on the same Petri net,
caching strategies in Z3 yield a speed-up that cannot be achieved by any other means.

5.3.2. Benchmarks. We evaluated QCOVER on 176 systems modeled by Petri nets and
coverability queries. This set of systems was used by Esparza et al. [2014] in order to
benchmark the tool PETRINIZER presented therein, and is composed of the following
five suites:

—mist: 27 systems drawn from the literature (mutual exclusion protocols, communica-
tion protocols, etc.) and used, in particular, to evaluate MIS

—bfc: 46 systems obtained from concurrent C programs (multi-threaded programs
with shared-memory, pseudorandom number generators, mutual exclusion protocols,
etc.) and used, in particular, to test BF [Kaiser et al. 2012; Kaiser et al. 2014];

— soter: 50 systems obtained from concurrent ERLANG programs and used, in partic-
ular, by [D’Osualdo et al. [2013]] to test SOTER [D’Osualdo et al. 2012], a tool built on
top of BFC;

—medical: 12 systems, described by Majumdar et al. [2013], modeling provenance anal-
ysis of messages of a simple medical messaging system of Vanderbilt University Med-
ical Center;

—bug_tracking: 41 systems, described by Majumdar et al. [2013]], modeling provenance
analysis of messages of a bug-tracking system [Jank 2009]|.

As detailed in Table (I, roughly two-thirds of the systems are safe (i.e., they are a
no-instances of coverability). On average, the Petri nets used for the evaluation have
1054 places and 8458 transitions.

In order to evaluate our tool, we executed QCOVER and three other tools on the
176 systems with a timeout of 2000 secs. (33min and 20s) per instance. We compared
QCOVER with the following tools: PETRINIZER [Esparza et al. 2014]], MIST [Ganty
2002] and BFC [Kaiser et al. 2012; Kaiser et al. 2014] in their latest versions available
at the time of writing [Blondin et al. 2016]. MIST implements a number of algorithms,
we used the backward algorithmE] that uses places invariant pruning [Ganty et al.
2007]. All benchmarks were performed on a single computer equipped with four Intel®

6See https:/github.com/pierreganty/mist/wiki.
7See http://www.cprover.org/bfc/.
8See backward at https:/github.com/pierreganty/mist/wiki#coverability-checkers-included-in-mist.
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Table Ill. Number of safe instances (top-left), unsafe instances (top-right) and total instances (bottom) decided by
every tool. Bold numbers indicate the tool(s) which decide(s) the largest number of instances in the respective
category.

Suite QCOVER PETRINIZER MIST BFC ‘ Total Suite QCOVER PETRINIZER MIST BFC ‘ Total
mist 23 20 22 20 23 mist 3 — 4 4 4
medical 11 4 11 3 12 medical — — — — 0
bfc 2 2 2 2 2 bfc 26 — 29 42 44
bug_tracking 32 32 0 19 40 bug_tracking 0 — 0 1 1
soter 37 37 0 19 38 soter 8 — 6 12 12
Total 105 95 35 63 115 Total 37 0 39 59 61
Suite QCOVER | PETRINIZER | MIST | BFC Total
mist 26 20 26 24 27
medical 11 4 11 3 12
bfc 28 2 31 44 46
bug_tracking 32 32 0 20 41
soter 45 37 6 31 50
Total 142 95 74 122 ‘ 176

Core™ 2.00 GHz i7-4510U CPUs, 8 GB of memory and Ubuntu Linux 14.04 (64 bits).
The running time of every tool on an instance was determined using the sum of the
user and sys time reported by the Linux tool time.

Table [I11| consists of three tables which display the number of safe instances shown
safe, unsafe instances shown unsafe, and the total number of instances of our bench-
mark suite decided by each individual tool. Our algorithm outperforms all competitors
on safe instances, since in this case a proof of safety (i.e. non-coverability) effectively
requires the computation of the whole backward coverability set, and this is where
pruning via Q-coverability becomes most beneficial. On the other hand, QCOVER re-
mains competitive on unsafe instances, though a tool such as BFC handles those in-
stances better since its heuristics are more suited for disproving safety (i.e. coverabil-
ity). Nevertheless, QCOVER is the overall winner when comparing the number of safe
and unsafe instances decided, being far ahead at the top of the leader board deciding
142 out of 176 instances.
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Fig. 2. Cumulative number of instances proven safe (left) and total number of instances decided (right)
within a fixed amount of time.
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Fig. 3. Number of times a certain percentage of basis elements was removed due to Q-coverability pruning.

QCOVER not only decides more instances, it often does so faster than its competitors.
Figure [2| contains two graphs which show the cumulative number of instances proven
safe and the total number of instances decided on all suites by each tool within a
certain amount of time. When it comes to safety, QCOVER is always ahead of all other
tools. However, when looking at all instances decided, BFC first has an advantage. We
observed that this advantage occurs on instances of comparably small size. As soon
as large instances come into play, QCOVER wins the race. Besides different heuristics
used, one reason for this might be the choice of the implementation language (C for
BFC vs. PYTHON for QCOVER). In particular, BFC can decide a non-negligible number
of instances in less than 10ms, which QCOVER never achieves.

Finally, we consider the effectiveness of using Q-coverability as a pruning criterion.
To this end, consider Figure [3|in which we plotted the number of times a certain per-
centage of basis elements was removed due to not being Q-coverable. Impressively, in
some cases more than 95% of the basis elements get discarded. Overall, the average
and the median proportion of basis elements discarded are respectively 56% and 59%,
which substantiates the usefulness of using Q-coverability as a pruning criterion.

Before we conclude, let us mention that already 83 instances are proven safe by
only checking the state equation, and that additionally checking for the Conditions (ii)
and (iii) of Proposition |3.1| increases this number to 101 instances. If we use the
polynomial-time algorithm of [Fraca and Haddad [2015] instead of our FO(Q, +, <)
encoding then we can only decide 132 instances in total (within the set time limit).
Finally, in our experiments, interpreting variables over Q. instead of N resulted in no
measurable overall performance gain.

Concluding, our experimental evaluation demonstrates that the backward algorithm
modulo Q-reachability approach to the Petri net coverability problem developed in this
paper is highly efficient when run on real-world instances, and superior to existing
tools and approaches when compared on standard benchmarks from the literature.

5.4. Relationship to Other Approaches from the Literature

The approach for deciding coverability in Petri nets presented in the previous sec-
tions is primarily related to the work by [Esparza et al. [2014]]; by Kaiser et al. [2014];
and by Delzanno et al. [2001]. [Esparza et al. [2014]] presented an implementation of a
semi-decision procedure for disproving coverability. This semi-decision procedure was
originally proposed by Esparza and Melzer [2000]] and is based on the Petri-net state
equation and traps as sufficient criteria in order to witness non-coverability. As shown
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by [Esparza and Melzer [2000]], those conditions can be encoded into an equi-satisfiable
system of linear inequalities called the trap inequation. This approach is, however,
prone to numerical imprecisions that become problematic even for instances of small
size [Esparza and Melzer 2000, Sec. 5.3]. For that reason, Esparza et al. [2014] resort
to a CEGAR-based variant of the trap inequation approach which has the drawback
that in the worst case, the CEGAR loop has to be executed an exponential number of
times leading to an exponential number of queries to the underlying SMT-solver. We
will show in Section that the conditions used by |[Esparza et al. [2014] are strictly
subsumed by a subset of the conditions required to witness coverability in continuous
Petri nets: whenever the procedure described therei returns uncoverable then cover-
ability does not hold in the continuous setting either, but not vice versa. Thus, a single
satisfiability check to our formula in existential FO(Q., +, <) encoding continuous cov-
erability that we developed in this paper completely subsumes the CEGAR-approach
presented by [Esparza et al. [2014]]. Another difference is that we presented a sound
and complete decision procedure.

Regarding the relationship of our work with the work of Kaiser et al. [2014], they
present an approach to coverability in richer classes of well-structured transition sys-
tems that is also based on the backward algorithm. They additionally employ a widen-
ing heuristic in order to over approximate the minimal basis. Our approach differs in
that our minimal basis is always precise yet as small as possible modulo continuous
coverability. Thus no backtracking as in the approach of [Kaiser et al. [2014] is needed,
which is required when the widened basis turns out to be too inaccurate.

The idea of using an over approximation of the reachability set of a Petri net in order
to prune minimal basis elements inside the backward algorithm was first described
by Delzanno et al. [2001]l, where place invariants are used as a pruning criterion.
However, computing such invariants and checking if a minimal basis element can be
pruned potentially requires exponential time.

Finally, a number of further techniques and tools for deciding Petri net coverability
or more general well-structured transition systems have been described in the liter-
ature. They are, for instance, based on efficient data structures [[Ganty 2002; Finkel
et al. 2002; Delzanno et al. 2004; |Ganty et al. 2007] and generic algorithmic frame-
works such as EEC [Geeraerts et al. 2006] and IC3 [Kloos et al. 2013].

5.4.1. Relationship to the Approach of Esparza et al. EEsparza et al. [2014] presented a semi-
decision procedure for coverability that employs the Petri net state equation and trap
constraints inside a CEGAR-framework. Here we discuss in some more detail similar-
ities and differences between our approach and the one of Esparza et al. [2014].

Let N = (P, T, Pre, Post) be a Petri net. A trap in N is a non-empty subset of places
@ C P such that Q®* C *Q, and Q C P is a siphon in N whenever *Q C Q°*. We say
that a trap (respectively siphon) is marked by a marking m if }_ ., m(p) > 0. An
important property of marked traps is that they may never become unmarked, i.e.,
if a trap is marked by some marking m, then it will remain marked after any firing
sequence starting in m. Conversely, when a siphon is unmarked in some marking m,
it remains so after any firing sequence starting in m. By definition, Q is a trap in N if,
and only if, Q is a siphon in N 1.

The coverability criteria that [Esparza et al. [2014] build upon are derived from the
work of Esparza and Melzer [2000] and can be summarized as follows:

PROPOSITION 5.2 ([ESPARZA ET AL. 2014]l). Let N' = (P,T,Pre,Post) be a dis-
crete (resp. continuous) Petri net, and mg, m € N¥ (resp. € Q_Ii). If my —* m then there

exists y € NT (resp. € Q%) such that
(i) m = mg + Incid - y, and
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(ii) for every trap QQ C P, if Q is marked by my, then Q is marked by m.

In the approach of [Esparza et al. 2014], it is checked whether the conditions of Propo-
sition are fulfilled. To this end, the for-all quantifier is replaced by incrementally
enumerating all traps in a CEGAR-style fashion. If either condition is violated the
semi-decision procedure returns “uncoverable”, and “don’t know” otherwise. We show
that the criteria of Proposition [3.1imply those of Proposition

PROPOSITION 5.3. Let N = (P,T,Pre,Post) be a continuous Petri net, and let
mo,m € QF. If N',mo, m satisfy Conditions (i) and (iii) of Proposition then they
also satisfy Conditions (i) and (ii) of Proposition

PROOF. We proceed by contraposition, i.e., we show that if for every y € QT, one
of the conditions of Proposition is not satisfied, then for every y € QZ, one of
conditions (i) or (iii) of Proposition[3.1|is not satisfied.

Let y € Q. Suppose that y does not satisfy Condition (i) of Proposition Since
this condition is identical to Condition (i) of Proposition [3.1] we are done. Therefore,
we may assume that y satisfies Condition (i) of Propositio ie.,

m =mg + Incid -y, 4)

but not its Condition (ii). Thus, there exists a trap Q@ C P in N marked by mg, but not
marked by m. We note that Q is a siphon in A/~! marked by m, but not marked by

m.Let T" £ [y], P’ £ *T'* and Q' £ Q N P’. We claim that
Q' is a siphon in ;' that is not marked by m. (5)

From this claim, we are done. Indeed, by [Fraca and Haddad 2015, Prop. 18], Claim
implies that 77 ¢ fs(N;,',m). Consequently, [y] & fs(N~!, m), hence Condition (iii) of
Proposition [3.1]is not satisfied.

Let us prove Claim (5). Since Q is not marked by m, Q' C @ is also not marked by
m. Let ¢t € T" be such that ¢t € *Q’. Since Q' C @, we also have that ¢t € *Q. Moreover,
since Q is siphon in N ~!, we have that ¢ € Q°. By definition, ¢t € P’®*, hence t € Q*NP’*
and consequently ¢t € Q’®. Therefore, *Q’ C Q'*. In order to show that Q' is indeed a
siphon, it remains to show that Q' # . Since @ is marked by m,, but not by m, there
exists p € Q such that mo(p) > 0 and m(p) = 0. By (@), m = m + Incid - y. Thus,

0 = my(p) + (Incid - y)(p)
= mg(p) + Z Incid(p, t) - y(t)

teT

=my(p) + Z Incid(p,t) - y(¢) (since y(t) = 0 for ¢ & [y])
te[y]

=mo(p)+ Y Incid(p, 1) - y(1) (by 7' = [y]).
teT!

Since mg(p) > 0, there exists some ¢ € T” such that Incid(p,t) < 0. Therefore, p € *t°,
whence p € P’. Consequently p € Q N P’ = @Q’, which concludes the proof. O

In fact, we may strengthen the previous proposition by showing that Proposition (3.1
is stronger than Proposition

PROPOSITION 5.4. There exists a continuous Petri net N = (P, T,Pre, Post), and

markings mo,m € QY satisfying the conditions of Proposition but not satisfying
the Conditions (i) and (iii) of Proposition
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PRrROOF. Let N' = ({p,q},{s,t}, Pre,Post) be the continuous Petri net depicted in
Figure[4] mo = (1,0) and m = (0,1). We note that m is not reachable from . Indeed,

l—O >F——0

Fig. 4. Example of continuous Petri net for which the conditions of Proposition are not sufficient to
certify non-reachability.

the unique solution to m = mg + Incid - y is y = (0, 1), yet it is impossible to fully fire
t in myg. The unique trap of A is {q} and it is not marked by m. Therefore, N, m, and
m satisfy conditions of Proposition

Suppose that Conditions (i) and (iii) of Proposition are satisfied. They must be
satisfied by the unique solution y = (0,1). Thus, {t} = [y] € fsy-—:(m). By [Fraca and

Haddad 2015, Prop. 18], {;; does not possess any siphon marked by m. Yet, {¢} is

a siphon in N, ;; marked by m. This is contradiction, hence Conditions (i) and (iii) of
Proposition are not satisfied. O

The previous proposition shows that the single formula stated in Proposition
strictly subsumes the approach of Esparza et al. [2014]. Moreover, it provides a theo-
retical justification for why the approach of |Esparza et al. [2014] performs so well in
practice: the conditions are a strict subset of the conditions developed by [Fraca and
Haddad [2015] for Q-reachability.

6. CONCLUSION

In this paper, we developed a characterization of the reachability relation for continu-
ous Petri nets in existential FO(Q, +, <). Given a Petri net NV, we showed how to com-
pute in linear time a formula ®,/(x, ') whose set of solutions defines the continuous
reachability relation of N. Using this characterization as a starting point, we derived
novel upper bounds for standard decision problem for continuous Petri nets, such as in-
clusion, (structural) e-liveness, and the (existential) home state problem. Moreover, we
showed how to integrate continuous coverability checks as a pruning heuristic inside
the backward algorithm for deciding coverability in discrete Petri nets. In particular,
the logical characterization of continuous reachability enables the use of SMT solvers
in order to decide continuous coverability, and in effect we obtained a decision pro-
cedure for the Petri net coverability problem that outperforms all its competitors on
standard benchmarks from the literature. At the time of writing, \Geffroy et al. [2016]
have adjusted our encoding of continuous reachability to specifically target continuous
coverability, and reported a two-fold speed-up on the benchmarks used in this paper.
Using pruning invariants inside the backward algorithm is not a novelty as such
and was first described by Delzanno et al. [2001]]. However, we believe that this paper
demonstrates that the significant progress on SMT solvers that has taken place over
the last fifteen years provides new perspectives on developing and applying invariants
which are definable in a logical theory that an SMT solver can handle. In particular,
over approximations of reachability sets via arithmetic theories have been developed
for even more expressive models, for instance for Petri nets with resets [[Chistikov
et al. 2017] for which coverability is Ackermann-complete [Schnoebelen 2010], and
could directly be integrated inside the backward algorithm as proposed in this paper
(provided that those more expressive models are well structured). We believe that this
approach will enable the practical algorithmic analysis of models that have mostly
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been studied from a theoretical perspective due to the high worst-case complexity of
their decision problems.
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