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Abstract

With the emergence of numerical sensors in many aspects of everyday life, there

is an increasing need in analyzing multivariate functional data. This work fo-

cuses on the clustering of those functional data, in order to ease their modeling

and understanding. To this end, a novel clustering technique for multivariate

functional data is presented. This method is based on a functional latent mix-

ture model which fits the data in group-specific functional subspaces through

a multivariate functional principal component analysis. A family of parsimo-

nious models is obtained by constraining model parameters within and between

groups. An EM-like algorithm is proposed for model inference and the choice of

hyper-parameters is addressed through model selection. Numerical experiments

on simulated datasets highlight the good performance of the proposed method-

ology compared to existing work. This algorithm is then applied for analyzing

the pollution in U.S. cities for one year.
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1. Introduction

The modern technologies ease the collection of high frequency data which is

of interest to model and understand for further analyses. For example in sports,

athletes wear devices that collect data during their training to improve their

performance and follow their physical constants in order to prevent injuries.5

This kind of data can be classified as functional data: a quantitative entity

evolving along the time. In the univariate case, a functional data X is repre-

sented by a single curve, X(t) ∈ R, ∀t ∈ [0, T ]. With the growth of smart device

market, more and more data are collected for a same individual, like runner

heartbeat and the altitude of his travel. An individual is then represented by10

several curves. The corresponding multivariate functional data can be written:

X = X(t)t∈[0,T ] with X(t) = (X1(t), ..., Xp(t))′ ∈ Rp, p ≥ 2. See Ramsay and

Silverman (2005) for univariate and bivariate examples.

Because of this amount of collected data, the need of methods to identify homo-

geneous subgroups of data is increasing in order to make individualized predic-15

tions for example. Even though there exists numerous works for the clustering

of univariate functional data (James and Sugar, 2003; Tarpey and Kinateder,

2003; Chiou and Li, 2007; Bouveyron and Jacques, 2011; Jacques and Preda,

2013; Bouveyron et al., 2015), only few methods exist for clustering multivari-

ate functional data. Singhal and Seborg (2005) and Ieva et al. (2012) use a20

k-means algorithm based on specific distances between multivariate functional

data. Kayano et al. (2010) consider Self-Organizing Maps based on the coeffi-

cients of multivariate curves into an orthonormalized Gaussian basis expansions.

Tokushige et al. (2007) extend crisp and fuzzy k-means algorithms for multi-

variate functional data by considering a specific distance between functions.25

Those methods cluster data by considering that they live in the same subspace.

Other clustering methods based on dimension reduction techniques exist in or-

der to obtain a low-dimensional representation of functions. Yamamoto and

Hwang (2017) propose a clustering method that combines a subspace separa-

tion technique with functional subspace clustering that is less sensible to data30
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variance than functional principal component k -means (Yamamoto (2012)) and

functional factorial k -means (Yamamoto and Terada (2014)). Finally, Jacques

and Preda (2014) present a Gaussian model-based clustering method based on a

principal component analysis for multivariate functional data (MFPCA). In this

method, MFPCA scores are considered as random variables whose probability35

distributions are cluster specific. Although this last model is far more flexible

than other methods due to its probabilistic modeling, it suffers nevertheless

from some limitations. First, using an approximation of the notion of density

distribution for functional data, the authors modeled only a given proportion of

principal components and thus a given part of the information available is ig-40

nored. Second, the use of only a given number of principal components leads to

an EM-like algorithm in which the quantity to maximize (a pseudo-likelihood) is

not necessary increasing along with the iterations. In this paper, we propose to

overcome these limitations by modeling all the non-null principal components.

The resulting model can be viewed as an extension of Bouveyron and Jacques45

(2011) method, which adapts a parsimonious modeling of the eigenvalues scree

of the group, to the multivariate case.

The paper is organized as follows. Section 2 presents principal component anal-

ysis for multivariate functional data as introduced in Jacques and Preda (2014).

In section 3, we introduce the methodology of the clustering for multivariate50

functional data. Section 4 discusses the parameter estimation via an EM-like

algorithm and proposes criteria for the selection of number of clusters. Com-

parisons between the proposed method and existing ones on simulated and real

datasets are presented in Section 5 and Section 6. A discussion concludes the

paper in Section 7.55

2. Multivariate functional principal component analysis

Principal component analysis for multivariate functional data has already

been suggested by various authors. Ramsay and Silverman (2005) propose to

concatenate observations of the functions on a fine grid of points into a single
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vector and then to perform a standard principal component analysis (PCA) on60

these concatenated vectors. They also propose to express observations into a

known basis of functions and apply PCA on the vector of concatenated coef-

ficients. Both approaches may be problematic when the functions correspond

to different observed phenomena. Moreover, the interpretation of multivari-

ate scores for one individual is usually difficult. In Berrendero et al. (2011),65

the authors propose instead to summarize the curves with functional principal

components. For this purpose they carry out classical PCA for each value of

the domain on which the functions are observed and suggest an interpolation

method to build their principal functional components. In a different approach,

Jacques and Preda (2014) suggest a Multivariate Functional Principal Com-70

ponent Analysis (MFPCA) method with a normalization step if the units of

measurement differ between functional variables. Chiou et al. (2014) present

also a normalized MFPCA which takes into account the differences in degrees

of variability and units of measurement among the components of the multivari-

ate random functions. As in Jacques and Preda (2014), it leads to a single set of75

scores for each individual. Both methods present a MFPCA model based on a

normalized covariance operator. In Chen and Jiang (2016), a MFPCA that can

handle data with different sampling schemes is proposed but their algorithm is

applied only on univariate functional data. The method of Happ and Greven

(2015) can deal with data from two-dimensional interval. This method can be80

applied to sparse functional data and data with measurement error because the

MFPCA incorporates weights for the elements if they differ in domain, range or

variation. This method includes the MFPCA proposed by Jacques and Preda

(2014) in the case of data expressed in arbitrary basis expansions. In the present

work, the MFPCA proposed by Jacques and Preda (2014) is used in combination85

with a fine probabilistic modeling of the group-specific densities. This method

is therefore summarized below.
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2.1. Functional data reconstruction

In practice the functional expressions of the observed curves are not known90

and we only have access to discrete observations at a finite set of times. A

common way to reconstruct the functional form is to express them in a finite

dimensional space spanned by a basis of functions. Let X1, ...,Xn be an i.i.d.

sample of X = X(t)t∈[0,T ]. The observations X1, ...,Xn provide a set of n p-

variate curves, with Xi = (X1
i , ..., X

p
i ). Each curve is assumed to be defined by95

a linear combination of basis functions:

Xj
i (t) =

Rj∑
r=1

cjir(X
j
i )φjr(t) (1)

With i ∈ {1, ..., n}, j ∈ {1, ..., p}, Rj the number of bases chosen and

(φjr(t))1≤r≤Rj the basis of functions for the j-th component of the multivari-

ate curve. The coefficients cjir can be gathered in a matrix:

C =


c111 ... c11R1

c211 ... c21R2
... cp11 ... cp1Rp

...

c1n1 ... c1nR1
c2n1 ... c2nR2

... cpn1 ... cpnRp

.100

The matrix of basis functions (φjr)1≤r≤Rj
can be concatenated into φ(t):

φ(t) =


φ11(t) ... φ1R1

(t) 0 ... 0 0 ... 0

0 ... 0 φ21(t) ... φ2R2
(t) 0 ... 0

...

0 ... 0 0 ... 0 φp1(t) ... φpRp
(t)

.

So with these notations Equation 1 can be written in a matrix form: X(t) =

Cφ′(t).

2.2. Functional Principal Component Analysis for Multivariate functional data105

The principle of the Multivariate Functional Principal Component Analysis

can be summarized by finding the eigenvalues and eigenfunctions that solve the

usual spectral decomposition of the covariance function:

νf l = λlf l,∀l ≥ 1, (2)
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with λl a set of positive eigenvalues, fl multivariate eigenfunctions and ν the

covariance operator. The estimator of the covariance operator can be written110

as:

ν̂(s, t) =
1

n− 1
X ′(s)X(t) =

1

n− 1
φ(s)C ′Cφ′(t) (3)

Let suppose that each principal factor fl belongs to the linear space spanned by

the basis φ:

f l(t) = φ(t)b′l (4)

with bl = (bl11, ..., blm1
, bl21, ..., bl2m2

, ..., blp1 , ..., blpmp
).

Using the estimation 3 of ν, the eigen problem 2 becomes:115

1

n− 1
φ(s)C ′CWb′l = λlφ(s)b′l (5)

with W =
∫ T
0
φ′(t)φ(t) a matrix of dimension n × (

∑p
j=1Rj) which contains

the inner products between the basis function. The multivariate functional

principal component analysis is then reduced to the usual PCA of the matrix

1√
n−1CW

1/2.

Thus, each multivariate curve Xi is identified by its score δi = (δil)l≥1 into120

the basis of multivariate eigenfunctions (f l)l≥1. In practice, due to the fact that

each component Xj
i ofXi is approximated into a finite basis of functions (of size

Rj), the maximum number of scores which can be computed is
∑p
j=1Rj = R.

Consequently, each Xi is identified by δi = (δil)1≤l≤R.

3. A generative model for the clustering of multivariate functional125

data

Our goal is to separate X1, ...,Xn into K clusters. Let Zik be the latent

variable such that Zik = 1 if Xi belongs to cluster k and 0 otherwise. In order

to ease the presentation of the modeling, let us assume at first that the values

zik of Zik are known for all 1 ≤ i ≤ n and 1 ≤ k ≤ K (our goal is in practice130

to recover them from the data). Thus, nk =
∑n
i=1 zik is the number of curves

within cluster k.
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Let suppose that these curves can be described into a low-dimensional func-

tional latent subspace with intrinsic dimensions dk ≤ R, k = 1, ...,K. The

group-specific basis is obtained from {φjr}(1≤j≤p),(1≤r≤Rj) through a linear trans-135

formation: ϕkj(t) =
∑R
l=1 qk,jlφ(t) with Qk = (qk,jl) = [Uk, Vk] the orthogonal

R×R matrix of eigenfunction coefficients. Qk is split for later use into two parts:

Uk of size R × dk and Vk of size R × (R − dk) with U ′kUk = Idk , V ′kVk = IR−dk

and U ′kVk = 0.

Let (δki )1≤i≤nk
be the MFPCA scores of the nk curves of cluster k. These140

scores are assumed to follow a Gaussian distribution δki ∼ N(µk,Σk) with µk ∈

RR the mean function and Σk = Qk∆kQ
t
k the variance matrix. Let assume

moreover, for parsimony reasons, that ∆k can be written:

∆k =



ak1 0

. . .

0 akdk

0

0

bk 0

. . .

. . .

0 bk



 dk


R− dk

This assumption on ∆k allows to finely model the variance of the first dk

principal components only, the remaining ones being considered as noise com-145

ponents and modeled by a unique parameter bk. This model will be refer to as

[akjbkQkdk] hereafter.

Different submodels can be defined depending on the constraints we could

apply on model parameters, within or between groups, leading to more parsi-

monious submodels. This possibility allows to fit onto various situations. For150

example the model [akbkQkdk] is used if the first dk eigenvalues are fixed to

be common within each group. So there is only 2 eigenvalues in ∆k, ak and

bk. [akjbQkdk]: the parameters bk are fixed to be common between groups.

It assumes that the variance outside the group-specific subspaces is common,

7



a usual hypothesis when data are obtained in a common acquisition process.155

[akbQkdk]: the parameters ak are fixed to be common within each group and

bk are fixed to be common between groups. [abkQkdk]: the parameters akj are

fixed to be common between and within groups. [abQkdk]: the parameters akj

and bk are fixed to be common between and within groups.

In practice, the zik’s are not known and our goal is to predict them. That is160

why an EM algorithm is proposed below in order to estimate model parameters

and then to predict the zik’s.

4. Model estimation and choice of the number of clusters

4.1. EM-based algorithm

In model-based clustering, the estimation of model parameters is tradition-165

ally done by maximizing the likelihood through the EM algorithm (Dempster

et al., 1977). The EM algorithm alternates between an Expectation step, which

computes the expectation of the completed log-likelihood using the current es-

timate of parameters; and a Maximisation step, which computes parameters

maximizing the expected completed log-likelihood found at the E step. This170

section presents the update formula of the EM algorithm in the case of the

[akjbkQkdk] model.

The complete log-likelihood of the observed curves under the [akjbkQkdk]

model has the following form:175

`c(θ) = −1

2

K∑
k=1

nk

 dk∑
j=1

(
log(akj) +

qtkjCkqkj

akj

)

+

R∑
j=dk+1

(
log(bk) +

qtkjCkqkj

bk

)
− 2 log(πk)


+
R

2
log(2π), (6)

where θ = (πk, µk, δkj , bk, qkj)kj for 1 ≤ j ≤ dk and 1 ≤ k ≤ K, qkj is the jth

column of Qk and Ck = 1
nk

∑n
i=1 Zik(δi − µk)t(δi − µk), δ1, ..., δn are the scores
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of the observed curves x1, ...,xn in their subspace. As the group memberships

Zik are unknown, it is necessary to compute their conditional expectation (E

step) before to maximize the expected complete likelihood (M step).180

E step. This step computes the posterior probability to belong to the kth cluster

for each curve:

t
(q)
ik = E[Zik|δi, θ(q−1)] = 1/

K∑
l=1

exp[
1

2
(H

(q−1)
k (δi)−H(q−1)

l (δi))] (7)

with H
(q−1)
k (δ) defined for δ ∈ RR as:

H
(q−1)
k (δ) = ||µ(q−1)

k − Pk(δ)||2dk +
1

b
(q−1)
k

||δ − Pk(δ)||2

+

dk∑
j=1

log(a
(q−1)
kj ) + (R− dk) log(b

(q−1)
k )− 2 log(π

(q−1)
k ) (8)

where ||.||2Dk
is a norm on the latent space Ek defined by ||y||2Dk

= ytDky,

Dk = Q̃∆−1k Q̃t and Q̃ is a matrix containing the dk vectors of Uk completed by185

zeros such as Q̃ = [Uk, 0R−dk ], Pk is the projection operator on the functional

latent space Ek defined by Pk(δ) = WUkU
t
kW

t(δ − µk) + µk.

M step. This step estimates the model parameters by maximizing the expecta-

tion of the complete likelihood conditionally on the posterior probabilities t
(q)
ik

computed in the previous step. Mixture proportions and means are updated190

by:

π
(q)
k =

η
(q)
k

n
, µ

(q)
k =

1

η
(q)
k

n∑
i=1

t
(q)
ik δi (9)

where η
(q)
k =

∑n
i=1 t

(q)
ik .

Let us also introduce C
(q)
k = 1

η
(q)
k

∑n
i=1 t

(q)
ik (δi − µ(q)

k )(δi − µ(q)
k )t, the sample

covariance matrix of group k. With these notations, the update formula for the

other model parameters akj , bk and qkj are, in the case of the [akjbkQkdk], for195

k = 1, ...,K:

� the dk first columns of the orientation matrix Qk are updated by the

coefficients of eigenfunctions associated with the largest eigenvalues of

W 1/2C
(q)
k W 1/2,
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� the variance parameters akj , j = 1, ..., dk, are updated by the dk largest200

eigenvalues of W 1/2C
(q)
k W 1/2,

� the variance parameters bk are updated by b
(q)
k = 1

R−dj [tr(W 1/2C
(q)
k W 1/2)−∑dk

j=1 δ̂
(q)
kj ].

To summarize, the algorithm for multivariate functional data clusters multi-

variate functional data through their projection into low dimensional subspaces.205

Those projections are obtained by perfoming a multivariate functional princi-

pal component analysis per cluster, each functional data being weighted in the

MFPCA by the posterior probability to belong to the cluster t
(q)
ik .

4.2. Choice of number of clusters and number of intrinsic dimensions

We now focus on the choice of the hyper-parameters K and dk. The choice210

of these hyper-parameters is here viewed as model selection problems. Classical

model selection tools are Akaike information criterion (AIC) (Akaike (1974)),

AIC = L(θ)−m,

and Bayesian information criterion (BIC) (Schwarz (1978)),

BIC = L(θ)− m
2 × log(n),215

with L(θ) the log-likelihood, m the number of model parameters and n the

number of individuals. Those criteria penalize the log-likelihood through model

complexity, the model maximizing those criterion is chosen. The Integrated

completed likelihood (ICL) (Biernacki et al. (2000)) criterion can also be used

in the aim of selecting the number of clusters with220

ICL = BIC −
∑K
k=1

∑n
i=1 zik × log(zik).

This criterion, unlike BIC, uses the observations and the allocations to make the

decision concerning the model to be selected. Contrary to BIC, it tends to choose

groups more separated. An other method, that has proved its usefulness, is the

slope heuristic (Birge and Massart (2007)). This data-driven method provides a225

criterion whose penalty is known up to a multiplicative factor which is provided

by the slope heuristic:
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SH = L(θ)− 2sm,

where s is the slope of the linear part of L(θ) and m the number of model pa-

rameters. This method however requires to test a large number of clusters or a230

large number of models.

In order to choose the intrinsic dimensions dk the Cattell’s scree-test (Cattell

(1966)) is used. This test can be used to select the number of dimensions of the

MFPCA, looking for a break in the eigenvalues scree. The selected dimension235

is the one for which the subsequent eigenvalues differences are smaller than a

threshold provided by the user or selected using one of the criterion described

above.

In the rest of this paper, we will use the BIC which is commonly used in

model selection and the slope heuristic because it usually gives good results in240

practical situations. BIC and slope heuristic will be compared in the Section 5.

5. Numerical experimentation on simulated data

This section presents numerical experiments on simulated data in order to:

1. illustrate the behavior of the model (Section 5.2),

2. compare the efficiency of the BIC and slope heuristic criteria for selecting245

the number of clusters (Section 5.3), and

3. confront the proposed algorithm to competitors of the literature: Funclust

(Jacques and Preda (2014)), kmeans-d1 and kmeans-d2 (Ieva et al. (2012))

(Section 5.4).

The R code (R Core Team (2017)) for multivariate functional clustering is avail-250

able on request from the authors, and the release of an R package is planned.

5.1. Simulation set up

Scenario A. For this first scenario, the number of clusters is fixed to K = 3. A

sample of 300 bivariate curves is simulated according to the following model for
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t ∈ [0, 1] :255

Group 1 : X1(t) = sin((10 + γ1)t) + (1 + γ1) + ε1(t),

X2(t) = sin((5 + γ2)t) + (0.5 + γ2) + ε2(t),

Group 2 : X1(t) = sin((5 + γ2)t) + (0.5 + γ2) + ε2(t),

X2(t) = sin((15 + γ1)t) + (1 + γ1) + ε1(t),

Group 3 : X1(t) = sin((15 + γ1)t) + (1 + γ1) + ε1(t),

X2(t) = sin((10 + γ1)t) + (1 + γ1) + ε1(t),

where ε1(t) is a white noise of variance γ1/2, ε2(t) is a white noise of variance

γ2/2, γ1 ∼ N(0, 0.2) and γ2 ∼ N(0, 0.3). The mixing proportions are equal and

the curves are observed in 100 equidistant points. Curves are smoothed using a

basis of 20 cubic Bsplines functions (cf. Figure 1).

260

Scenario B. The second simulation setting is inspired by the data simulation

process of Ferraty and Vieu (2003); Preda (2007); Jacques and Preda (2014).

For this simulation study, the number of clusters is fixed to K = 4. A sample

of 1000 curves is simulated according to the following model for t ∈ [1, 21]:

Group 1 : X1(t) = U + (1− U)h1(t) + ε(t),

X2(t) = U + (0.5− U)h1(t) + ε(t),

Group 2 : X1(t) = U + (1− U)h2(t) + ε(t),

X2(t) = U + (0.5− U)h2(t) + ε(t),

Group 3 : X1(t) = U + (0.5− U)h1(t) + ε(t),

X2(t) = V + (1− V )h2(t) + ε(t),

Group 4 : X1(t) = U + (0.5− U)h2(t) + ε(t),

X2(t) = U + (1− U)h1(t) + ε(t),

12



where U ∼ U(0, 0.1) and ε(t) is a white noise independent of U and such that265

Var(ε(t)) = 0.25. The functions h1 and h2 are defined, for t ∈ [1, 21], by

h1(t) = (6− |t− 7|)+ and h2(t) = (6− |t− 15|)+ where (·)+ means the positive

part. The mixing proportions are equal, and the curves are observed in 101

equidistant points. The functional form of the data is reconstructed using a

cubic Bspline basis smoothing with 25 basis functions (cf. Figure 1).270

Scenario C. For this third scenario, the number of clusters is fixed to K = 4.

A sample of 1000 curves is simulated according to the following model for t ∈

[1, 21]:

Group 1 : X1(t) = U + (1− U)h1(t) + ε(t),

X2(t) = U + (0.5− U)h1(t) + ε(t),

Group 2 : X1(t) = U + (1− U)h2(t) + ε(t),

X2(t) = U + (0.5− U)h2(t) + ε(t),

Group 3 : X1(t) = U + (1− U)h1(t) + ε(t),

X2(t) = U + (1− U)h2(t) + ε(t),

Group 4 : X1(t) = U + (0.5− U)h2(t) + ε(t),

X2(t) = U + (0.5− U)h1(t) + ε(t),

where U ε(t), h1 and h2 are defined as before. The mixing proportions are equal,

and the curves are observed in 101 equidistant points. The functional form of275

the data is reconstructed using a cubic Bsplines basis smoothing with 25 basis

functions. As shown in Figure 1, the 4 groups cannot be distinguished with one

variable only: indeed group 3 (green) is similar to group 1 (black) for variable

X1(t) and similarly group 4 (blue) is similar to group 1 (black) for variableX2(t).

Consequently, any univariate functional clustering methods applied either on280

variable X1(t) or X2(t) should fail.

For each scenario, the estimated partitions are compared to the true parti-

tion with the Adjusted Rand Index (ARI, Rand (1971)) computed with adjust-
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edRandIndex function from mclust package (Fraley and Raftery (2002)).

The settings of the algorithm used for all simulations are the following: the285

threshold of the Cattell’s scree-test for the selection of intrinsic dimensions dk is

fixed to 0.2, the initialization of the algorithm is done with a random partition,

and the stopping criterion for the EM algorithm is a growth of the log-likelihood

lower than 10−3 or a maximal number of iterations of 200.

14



Figure 1: Data simulated for scenario A (top), scenario B (middle) and scenario C (bottom)

colored by group for one simulation
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5.2. Introductory example290

In order to illustrate the behavior of the inference algorithm, data are gen-

erated according to the Scenario A. The algorithm is applied for K=3 groups

with all 6 submodels and the simulation setting is repeated 50 times.

The quality of the estimated partitions are summarized by the ARI given295

in Table 1. The best results are obtained for the model [akbkQkDk] and for

the model [akbQkDk], which is a model close to [akbkQkDk] but less flexible.

This second model considers that the noise is common between groups, which

is an acceptable hypothesis because data have been obtained in the same ac-

quisition process. The other constrained models followed with an ARI a bit300

smaller than those of the first two models. Moreover, the evolution of the log-

likelihood function along with the iteration is represented in Figure 2 for the

best model according to ARI. We note in that example that the log-likelihood

quickly converges (after 4 iterations only), since the clusters are well separeted.

The number of iterations depends on the model used and the initialization cho-305

sen (not presented here). Usually the convergence is accelerated by a kmeans

initialization.

Model Mean(SD)

[akjbkQkDk] 0.97(0.13)

[akjbQkDk] 0.96(0.15)

[akbkQkDk] 0.98(0.11)

[akbQkDk] 0.98(0.11)

[abkQkDk] 0.96(0.15)

[abQkDk] 0.90(0.22)

Table 1: Mean (and s.d.) of ARI for 50 simulations with random initialization
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Figure 2: Convergence of the log-likelihood for one simulation for the model [akbQkDk]

5.3. Model selection

In this section the selection of the number of clusters is investigated. As

previously mentioned two criteria are used: BIC and the slope heuristic. Data310

are generated from Scenario A. This simulation setting has been repeated 50

times and the 6 submodels have been estimated for a number of clusters from

2 to 10.

The results obtained are summarized in Table 2 for the BIC criterion and

in Table 3 for the slope heuristic. The BIC criteria tends to overestimate K.315

Indeed, depending on the simulation, BIC selects between 5 or 6 clusters instead

of 3. The slope heuristic is conversely more efficient to recover the actual number

of groups, in about 74% of simulations.
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Number K of clusters

Model 2 3 4 5 6 7 8 9 10

[akjbkQkDk] - - - 26 21 2 - - -

[akjbQkDk] - - 3 14 20 6 - - -

[akbkQkDk] - - 1 17 21 3 - - -

[akbQkDk] - - 1 21 16 6 - - -

[abkQkDk] - - - 13 26 4 - - -

[abQkDk] - - - 18 21 7 - - -

Table 2: Best model selected by BIC for 50 simulations

Number K of clusters

Model 2 3 4 5 6 7 8 9 10

[akjbkQkDk] 3 45 1 - - - - - -

[akjbQkDk] 3 35 4 1 - - - - -

[akbkQkDk] 4 37 1 - - - - - -

[akbQkDk] 1 42 1 - - - - - -

[abkQkDk] 2 40 1 - - - - - -

[abQkDk] 4 41 1 - - - - - -

Table 3: Best model selected by heuristic slope for 50 simulations

Figure 3 shows for one simulation the values of BIC and slope heuristic for

the model [akbkQkDk] (the best model according to ARI). On this simulation320

the slope heuristic succeeds in selecting the right number of clusters but the BIC

doesn’t. The slope heuristic plot on the left corresponds to the log-likelihood

function with regard to the number of free model parameters. The red line is

estimated using a robust linear regression and its coefficient is used to compute

the penalized log-likelihood function shown on the right panel.325
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Figure 3: BIC (top) and slope heuristic (bottom) for one simulation for the model [akbkQkDk]

5.4. Benchmark with existing methods

In this section the proposed clustering algorithm is compared to competi-

tors of the literature: Funclust (Jacques and Preda (2014), with the R package

funclustering), kmeans-d1 and kmeans-d2 (Ieva et al. (2012), with our own im-

plementation). The methods are compared on the basis of the three simulation330
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settings and according to the adjusted rand index.

Table 4 presents clustering accuracies for the 9 tested models. Scenario A

turns out to be an easy situation since all models, except Funclust, perform

well in this case. Scenario B and C are conversely harder situations and our

algorithm clearly outperforms its competitors here.335

Model Scenario A Scenario B Scenario C

[akjbkQkDk] 0.90(0.21) 0.82(0.19) 0.80(0.19)

[akjbQkDk] 0.92(0.19) 0.92(0.15) 0.78(0.21)

[akbkQkDk] 0.92(0.19) 0.90(0.17) 0.75(0.21)

[akbQkDk] 0.96(0.15) 0.85(0.18) 0.78(0.18)

[abkQkDk] 0.90(0.21) 0.87(0.18) 0.80(0.20)

[abQkDk] 0.89(0.22) 0.81(0.18) 0.79(0.19)

Funclust 0.23(0.15) 0.36(0.25) 0.45(0.20)

kmeans− d1 0.90(0.29) 0.37(0.48) 0.32(0.46)

kmeans− d2 0.84(0.35) 0.30(0.43) 0.18(0.36)

Table 4: Mean (and s.d) of ARI for all tested models on 50 simulations

6. Case study: analysis of the pollution in U.S. cities

This section focuses on the analysis of pollution data in U.S. cities. The

monitoring and the analysis of such data is of course important in the sense

that they could help cities in designing their policy against pollution. Let us

remind that pollution kills at least nine million people and costs trillions of340

dollars every year, according to the most comprehensive global analysis to date.

6.1. Data

This dataset deals with pollution in 144 U.S. cities (available on

https://www.kaggle.com/sogun3/uspollution) and has been documented by the

U.S. Environmental Protection Agency. It gathered 2 major pollutants: Nitro-345

gen Dioxide and Ozone, measured daily from 2000 to 2016. For each pollutant
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the arithmetic mean, the maximum value, the instant at which this maximum

has been reached and the air quality index (which represents how polluted the

air is according to government agencies) are recorded. This four variables are

calculated four times per day. In this study we choose to work on the mean350

value of Nitrogen Dioxide and Ozone for each day. A sample of curves is shown

in Figure 4 (top). A period of one year from 1/01/2014 to 31/12/2014 is con-

sidered. Among all the available cities, we keep the 50 cities that have less than

30 missing values in that period and for which there is no missing values at

the beginning and at the end of the period. The functional form of the data355

is reconstructed using a cubic Bspline smoothing with 15 basis functions (cf.

Figure 4, bottom). Our algorithm has been applied on smoothed data with a

varying number of clusters, from 2 to 8. The more general model [akjbkQkDk]

has been chosen, and the inference algorithm is considered with same settings

than in 5.1 but with kmeans initialization in order to accelerate its convergence.360

The slope heuristic criteria is used to choose an appropriate number of clusters.

Figure 4: Pollutants real curves (top) and smooth curves (bottom) for Albuquerque (black),

Concord (orange) and Eureka (pink)
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6.2. Results

Figure 5 both presents the values of BIC and slope heuristic according to

the number of groups. As it can be seen, the slope heuristic criterion clearly

have a peak at K=4 clusters. Let remark that with kmeans initialization, the365

log-likelihood converges quickly (in 8 iterations, cf. Figure 5).

Figure 5: Slope heuristic (top) for 2 to 8 clusters and growth of log-likelihood for the solution

with 4 groups (bottom)

Figure 6 plots the cities on a map of the USA, with a color depending on their

clusters belonging. The obtained clusters can also be described with their mean

curves(cf. Figure 7) . The light-green group has a higher mean concentration

of NO2 than the other groups. This group gathers the most contaminated370

cities. The dark-green group is characterized by the lower NO2 concentration

along the year but the higher O3 concentration in winter, spring and autumn
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Figure 6: Map of the clustering results

(cf. Figure 8). The light-blue curves and the dark blue ones are cities with a

medium pollution of NO2. Those cities have the same pattern than the light-

green one but correspond to smaller cities with less population density. We can375

also see a common pattern between groups: the NO2 concentration is higher

during the end of fall and winter for all cities. This pollutant mostly come

from the combustion of fossil fuels, so it can be correlated to the increased use

of heater or air-conditioning during this period. The O3 curves have a totally

different pattern, it forms a hyperbole which is centered on summer. O3 is a380

product of photochemical reaction between various pollutants.
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Figure 7: Mean NO2 curves (top left), total NO2 curves (top right), group 1 curves (middle

left), group 2 curves (middle right), group 3 curves (bottom left) and group 4 curves (middle

right)
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Figure 8: Mean O3 curves (top left), total O3 curves (top right), group 1 curves (middle left),

group 2 curves (middle right), group 3 curves (bottom left) and group 4 curves (bottom right)
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7. Discussion and conclusion

This work was motivated by the will to provide a new clustering method for

multivariate functional data which takes into account the possibility that data

live in subspaces of different dimensions. This method is based on a multivariate385

functional principal component analysis and a functional latent mixture model.

Its efficiency has been proved on simulated datasets and the proposed technique

outperforms state-of-the-art methods for clustering multivariate functional data.

From the computational point of view, this novel method is faster than Funclust

and as fast as kmeans on big datasets. Notice also that this new algorithm390

works in the univariate case as well and, therefore, generalizes the funHDDC

algorithm (Bouveyron and Jacques (2011)). The proposed methodology has

been successfully applied to analyze one-year pollution records in 50 cities in

the USA. It is worth noticing that smoothing on basis functions allows to both

filter the level of information one want to keep in the data and to deal with395

missing data.
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