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Abstract

We propose a method that allows the interpretation of the data representation obtained by CNN, through introducing prototypes in the feature space, that are later classified into a certain category. This way we can see how the feature space is structured in link with the categories and the related task.

1 Introduction

Image recognition performance has been highly boosted thanks to convolutional neural nets (CNN) (e.g. [12, 19, 16, 6]). Such models are able to infer relevant features and discriminate categories, but learning relies on the availability of sufficiently large datasets, while the result is hardly interpretable. We claim that better interpreting CNN’s large dimensional representations (i.e., data embedding) helps better understanding the underlying decision-making process, and propose to adapt the notion of “prototypes” in order to describe category mapping in the embedding space.

In the brain, the infero-temporal cortex has a kind of prototypical representation via neurons tuned to respond to different categories. See, e.g. [20], including the link between machine learning algorithms and biological models. This latter stage of the visual cortex hierarchy motivates our use of a new prototypical approach in convolutional networks.

Inspired by this knowledge we propose a new model, that not only describes samples in the feature space through prototypes, but also deals with classes scattered in this feature space, using more than one prototype. Our flexible mapping allows the identification of ambiguous classification regions in the feature space, with prototypes in link with several classes. This may correspond to new intermediate categories or regions sensitive to adversarial perturbations. Within our framework, singleton and unbalanced classes are taken in to account. Altogether, this helps investigating how the feature space is structured with respect to classes, for a given task. Finally, we consider here a few-shot learning paradigm (e.g., a few samples by category, thanks to transfer learning). Prototype-based models have indeed already be proposed [17, 13], with efficient results, but they cannot treat scenarios such as discussed in [18], where features are still twisted, with a class represented by multiple disconnected components in the feature space.

2 Related works

The term prototypes is used in the literature with different connotations: a priory information, clustering representation, quantification of space, as discussed now.

The prototypical priors layer proposed in [10], where prototype images of road signs, chosen a priory, are encoded using a HoG (histogram of oriented gradients) descriptor, and added as fixed units of the penultimate layer. This way the network is ultimately trained to match the HoG representation of the prototypes. However this work assumes the existence of a standard representative image per class in the input space to be encoded as a prototype unit.

In prototypical networks [17], prototypes correspond to class centroids in the feature space spanned by the embedding CNN. Then the nearest-prototype is used to classify a given sample. This approach
is simple and proved effective on the considered datasets. However, it does not respond to the scenario of metric learning proposed by [18]. Deriving from this work there are also Gaussian prototypical networks [5], which predict a covariance radius for each prototype, yielding some insight on the discriminating force of each one of them.

The prototypical sampling on the data space [7], as performed by self-organizing maps, or the dictionary sparse representation methods [14], allows the representation of what is known about a data distribution, using methods quoted in prototypical networks and known as optimizing statistical criteria [1].

Then, regarding the few-shot learning challenge, having access to large databases is unfeasible in some domains and specific applications. This motivates the development of models that can use the representation power of convolutional nets, but still learn on few to single examples of each category to be recognized, this mainly by transfer learning [22]. Few-shot learning has recently been established as a generalization of the one-shot learning task, and refers to the paradigm where the model has to make predictions over N new classes given only a small number K of examples per class, often as additional data on other classes are used to pre-train the model prior to tackling the smaller K-shot N-way dataset. Many strategies have been proposed to deal with this new task, including [11, 21, 17, 15].

Other numerous strategies are derived from metric learning [2] and deep embedding learning. These methods have in common the use of a neural network model to learn and the embedding of the input data generating features on a metric space. The objective function usually minimizes the distance between pairs of the same class, like with siamese networks [11], while one may also consider triples to simultaneously push apart a third example of a different class.

Distance-based image classification is highly related to our approach. In [13] two distance-based classifiers, the k-nearest neighbor (k-NN) and nearest class mean (NCM) classifiers are considered, introducing a new metric learning approach for the NCM, allowing to test a multiple prototype per class alternative, initialized by k-means.

Finally deep metric learning via Facility Location [18], brings up the fact that deep networks learn local metrics so that we can have groups of examples of a same class pushed far apart from each other when there are examples of other classes in between, e.g. using a loss function based on a clustering quality metric, here normalized mutual information.

3 Model proposed

**Model architecture.** In order to improve the previous proposals, after the embedding provided by a CNN, we introduce a prototype matching layer as proposed in [17], defined by a set of prototypes sampling the input distribution in the feature space. This layer is a soft-max applied to sample to prototype proximity, allowing competition between prototypes, grouping examples with respect to the induced metric learned by the CNN layers, and outputting a matching probability for each prototype. Improving this idea, this output feeds an additional final soft-max classifier layer, that correlates the prototype’s matching to class labels, introducing a sparse estimation in order to encourage prototype to class label assignment. In order to perform such features discrimination, we neither hard-wire sample to prototype matching nor prototype to class label assignment, but let the estimation provide the best description of the data, given the classification task, in an interpretable way discussed below.

**Model specification.** We consider a set of labeled images \(\{I_i, l_i\}, i \in \{0, M\},\) labels being finite \(l_i \in \{0, K\}\. This input space \(I\) is embedded in a feature space \(X\) of huge dimension \(D\) through a function \(f : I \rightarrow X\), here defined by the CNN. We introduce the notion of prototype in order to discriminate between twisted features at the output of some CNN. To this end, we propose to consider the estimation of a fixed-size set of prototypes in the feature space \(p_j, j \in \{0, J\}, J \geq K\), in two steps:

Here, \(q_j(x) = p(p_j \in Q_j|x)\) is the probability for the feature vector \(x\) of a sample, to be associated to the \(j\)-th prototype. This association is written as \(x \in Q_j\), where \(Q_j\) is the set of samples associated to the given prototype. Interestingly enough, our model does not implicitly assume that the \(Q_j\) forms a partition of the space, ad easily proved by comparing with hard partition Bayesian rule. These regions may overlap or uncover the whole space. Furthermore a sample may be sparsely represented, thanks to the soft-max criterion, by several prototypes as in a dictionary representation method (see e.g. [14]). We approximate \(q_j(x)\) as a function of the proximity \(-\|x - p_j\|^2/2\) to the prototypes, writing: \(q_j(x) = \nu_j \left(-\|x - p_j\|^2/2\right)\), where \(\nu_j(\cdot)\) stands for the soft-max distribution, the related \(N \times J\)
weight matrix of this layer corresponding to prototypes coordinates in the feature space $X$.

Then, $c_l(x) = p(l|x)$ is the probability for a sample to be associated to the label of index $l$, estimated by another soft-max layer: $c_l(x) = \nu_l (w^T \mathbf{q}(x))$, the related $J \times L$ weight matrix corresponding to the prototype-to-class association. Considering an approximate cross-entropy criterion to adjust the parameters given samples $x_i$ and their label $l_i$ yields the following minimization:

$$C = -\int_X p(x) \log (c(x)) + \alpha |w_l|_1 \simeq -\frac{1}{N} \sum_i \log (c_l(x_i)) + \alpha |w_l|_1.$$  

A straightforward derivation of the related normal equations leads to an estimation-minimization method:

The $\partial_p C = 0$ equation yields a k-mean estimation of the prototypes given the samples, weighted by the prototype proximity. This deep relation between divergence estimation and k-mean algorithms is known [1] and will allow us to derive an efficient implementation, and to minimize the role of meta-parameters for this step.

The $\partial w C = \sum_i [\delta_{l_i} - c_l(x_i)] \mathbf{q}(x_i) + R$, where $R$ stands for regularization terms, yields a Hebbian-like interpretable 1st order rule for adjusting the prototype-to-class association, as a function of each training sample a-priory class label. The meta-parameters of this part of the estimation may be automatically tuned, e.g., the $\alpha$ controlling the sparseness can be integrated in the optimization process, either using Jeffreys Prior [4] or simply exploring different values in order to obtain the sparsest value without generating additional misclassification.

4 Simulations and results

As a proof-of-concept, we applied our model to pre-trained CNN features (namely from Inception V3 network [19] with ImageNet weights), extracted from the Omniglot dataset. It consists of images of 1622 characters from different alphabets, each drawn by 20 different people. The CNN features have 2048 dimensions. Experiments are run over a subset of N classes, chosen at random from the 1622 available classes. Results are averaged over 10 different subsets of classes. For each subset, the 20 samples per class get split in two folds – training and test. The training fold is again divided in 2 for cross-validation over hyper-parameters (regularization weight and number of prototypes). Thus we perform a 5-shot (i.e. 5 training samples per class) N-way learning task, for N=2, 5, and 20 classes. As a comparison, we perform the same task with a one prototype per class approach (like [17] and also with a softmax classifier with L2 regularization. Convergence is reached for all methods (within $10^{-4}$ tolerance when using L2 and $10^{-1}$ when using L1).
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Figure 1: Classified samples projected on 2D (via PCA). Colors indicate true class. Prototypes are indicated by a black diamond annotated with the winning class id.

<table>
<thead>
<tr>
<th>Regularization</th>
<th>Our model</th>
<th>Single-prototype</th>
<th>Softmax</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>L1</td>
<td>L2</td>
<td></td>
</tr>
<tr>
<td>2-way</td>
<td>0.80(0.11)</td>
<td><strong>0.91(0.08)</strong></td>
<td>0.93(0.04)</td>
</tr>
<tr>
<td>5-way</td>
<td>0.81(0.07)</td>
<td>0.90(0.04)</td>
<td>0.91(0.04)</td>
</tr>
<tr>
<td>20-way</td>
<td>0.52(0.10)</td>
<td>0.74(0.04)</td>
<td>0.77(0.03)</td>
</tr>
</tbody>
</table>

Table 1: Accuracy on test set for 5-shot task. Mean(standard dev.) over 10 class subsets are shown.
As observed in Fig. 1, the algorithm correctly clusters the data and provide a summarized description of the samples as a set of prototypes. Accuracy results, reported in Table 1, are comparable to the single-prototype method. According to a standard t-test, our results are not distinguishable from the single-prototype approach (with $P_H \approx 0.5$), for all $N=2$, 5 and 20. Interesting enough is the fact that a L2 regularization yields better results than considering sparseness using L1: The assumption that a prototype may be related to several class seems numerically relevant, as it can be observed in Fig. 1 (as far as the PCA projection is significant) where some twisted regions with more than one category are still represented by prototypes. Both approaches are still to be improved when considering a higher number of classes.

5 Discussion

This method produces insight into existing CNN models, allowing us to interpret the representations learned and decisions made by the model. The key point is that prototypes are neighborhood representatives on the feature space. Such prototype representation is in one to one correspondence with the class segmentation of the data space, as discussed in e.g., [3]. The network “weights” have a clear explicit interpretation in terms of prototype feature coordinates and prototype class label association. The latter provides the knowledge of which prototypes compose each class. These estimated parameters allows us to identify scattered classes defined as a disjunction of remote prototypes, ambiguous classification, when prototypes are, e.g., equally related to several categories, and occurrence of some singleton. From a safety point of view, it also conveys information on susceptibility to adversarial perturbations, which are minimal changes to the input yielding misclassification [9]. This can be made explicit as soon as such perturbations are included in the validation dataset. The former penultimate layer allows to instance virtual examples explicitly by reconstructing the maximizing input for each prototype (e.g., [23]), and describing the data space by exploring the sample topography in the neighborhood the prototypes (e.g., using a PCA to provide a graphical representation as schematized in Fig. 1), or computing any application relevant statistical parameters (e.g., Gaussian 2nd order representation of each prototype). For these reasons, and because we discourage but do not forbid samples of different categories to match a given prototype, our prototypes are more than category representatives, acting as neighborhood descriptors. Finally, the possibility of reconstructing representative examples from prototypes is easier to explain to a lay audience, being a means to provide an explanation for algorithmic decisions that may affect citizen life.

6 Perspectives

More generally, interpretability of a model can arise during (i) learning and (ii) inference, not only by analyzing network parameters. The latter aspect includes not only classifying a sample but also gaining knowledge on its neighborhood in the feature space, or the level of ambiguity of its classification. These are perspectives of this work. Beyond discussing interpretability of such approach, let us point out how the fact we can easily interpret such processing allows us to propose several improvements. We can not only observe the local metric induced by prototypes but, generalizing [18], propose to improve the related clustering quality metric, readjusting the CNN weights in order to untwist the obtained representation (pull apart/closer prototypes associated to different/identical labels). In other words, we propose not only to consider the deep learning architecture as a feed-forward pipeline but also to introduce well-defined feedback. Our approach is not limited to the CNN upper layers, the feature space may also be enriched by lower level features, depending on the application, which can be achieved through forward shortcuts (e.g., as in [6,8]). The appropriate number of prototypes is, at the present stage, a meta-parameter, which is usually not known in advance. The method might be improved so as to include or remove prototypes incrementally during training, according to the clusters encountered, thus adjusting automatically the prototype count. Future experiments also include integrating the current prototypical layer with a CNN, training the model end-to-end, following the experimental paradigm of [21,17].
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