
HAL Id: hal-01651180
https://inria.hal.science/hal-01651180

Submitted on 28 Nov 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Information Trust
Tosan Atele-Williams, Stephen Marsh

To cite this version:
Tosan Atele-Williams, Stephen Marsh. Information Trust. 11th IFIP International Conference on
Trust Management (TM), Jun 2017, Gothenburg, Sweden. pp.221-222. �hal-01651180�

https://inria.hal.science/hal-01651180
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Information Trust

Tosan Atele-Williams(&) and Stephen Marsh

Faculty of Business and Information Technology, University of Ontario Institute
of Technology, Oshawa, ON L1H 7K4, Canada

{tosan.atele-williams,stephen.marsh}@uoit.ca

Abstract. Information has been an essential element in the development of
collaborative and cooperative models, from decision making to the attainment
of varying goals, people are adept at making judgment on the trustworthiness of
information, based on knowledge and understanding of a normative model of
information. Contemporary narrative especially in high-impact contexts like
politics, health, business, government and technology, is eroding trust in
information, its source, its value and the ability to objectively determine the
trustworthiness of a piece of information, a situation made more complex by
social networks, social media have made the spread of information easier and
faster irrespective of their trustworthiness, hence the need for judgment on the
trustworthiness of a piece of information based on social cognitive construct, a
trust model for information.
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1 Introduction

Various information behavior models, suggest a normative model of information as
true, complete, valid, can be relied on as being correct and from a trusted source [1];
census data from statistics Canada can be regarded as valid and from a trusted source
which can be reliably used for planning purposes, and as an economic tool, such data
should carry more trusted weight than information sourced from a third party sources or
social media platforms. Other normative information behavior prescribes trusted
information as timely in the sense that it should be from a precise time period [1, 2], for
example when analyzing census data for planning and developmental purposes it is
paramount to look at current or the most recent figures. Information is of no value or
worth the investment of time and money, especially in making business decisions if it is
not relevant, does not have the right amount of details, cannot be easily stored in a way
that it can be accessed effortlessly, or easily understood by the end user [1, 2, 4]. Other
factors that add value and trustworthiness to information include but not limited to its
accuracy, consistency, and completeness. Despite the best effort of information scientist
on the nature of information, and work on information literacy behavior misinformation
and disinformation still permeates social networks [1, 4], social media platforms like
twitter and Facebook has helped in the spread of inaccurate information, a culture
emboldened by need to share information even when the validity of the information
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cannot be vouched for or when the person sharing such information does not believe it
but regardless still goes ahead to share because it serves a narrative, a means to
manipulate rather than to inform, as a source of social influence [3], as demonstrated by
the recent political and business climate in the west that have added relatively new
lexicons like fake news and alternate facts.

The consequences of deceptive and misleading information can be far-reaching for
governments, citizens, business institutions, data professionals, and designers, it can
create an atmosphere of mistrust, distrust, confusion, panic, and it can influence
decisions and damage reputations. Information agents, brokers may find it difficult to
use information, or seek alternate and less reliable sources of information because of
the air of uncertainty, hence the need for an information model based on computational
trust [5, 7], a paradigm drawn from a social, cultural, historical and psychological
context and much more aspects of relationships [6], trying to model the best in these
related milieus computationally.

Trust as a computational concept is important in understanding the thought process
with regard to choice, options and decision-making process in human and computer
interactions, especially in situations where there is a measure of risk [7, 8]. The goal is
to formulate a theoretical framework; a socio-cognitive construct for the trustworthi-
ness of information based on cues of credibility and deception, a model to assist
judgment calls and an expectation of when, trust and its fulfillment can be expected.

Information does not exist in a vacuum, how it is perceived and used is influenced by
a number of social, cultural, and historical factors, hence the need for an inclusive and
context-aware information literacy behavior [1], our goal is to incorporate the charac-
teristics of information; reliability, validity, and importance into a trust model, depending
on the context, the model will also factor in the reputation of a source, the value of the
information and cues to credibility and deception, with the aim of enabling agents to
make judgments and situational decisions about the trustworthiness of information.
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