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Abstract

This paper deals with delay identifiability and delay estimation for a class of nonlinear time-delay systems. The theory of non-
commutative rings is used to analyze the identifiability. In order to estimate the delay, a sliding mode technique and a classical
Newton method are combined to show the possibility to have a local (or global) delay estimation for periodic (or aperiodic) delay
signals.
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1. Introduction

Time-delay systems are widely used to model concrete
systems in engineering sciences, such as biology, chemistry,
mechanics and so on Kolmanovskii and Myshkis (1999);
Niculescu (2001). Many results have been reported for the pur-
pose of stability and observability analysis, by assuming that
the delay of the studied systems is known. It makes the delay
identification one of the most important topics in the field of
time-delay systems.

Delay identifiability has been widely studied in the litera-
ture for linear time-delay system. However, for a nonlinear
time-delay system, this issue is not trivial, and we will bor-
row the concept of non-commutative rings to analyze it. The
theory of non-commutative rings was firstly proposed by Moog
et al. (2000) for the disturbance decoupling problem of nonlin-
ear time-delay systems. Then this method was applied to study
observability of nonlinear time-delay systems with known in-
puts in Xia et al. (2002), to analyze parameter identifiability
for nonlinear time-delay systems in Zhang et al. (2006), and
to study state elimination and delay identification of nonlinear
time-delay systems in Anguelova and Wennberg (2008); Zheng
et al. (2011, 2013).

Concerning the techniques to identify the delay, up to now,
various methods have been proposed, and a nice survey can
be found in Bjorklund and Ljung (2003). Briefly, Tuch et al.
(1994); Diop et al. (2001) and Ren et al. (2005) used the least
squares method or its variation to estimate the delay for lin-
ear time-delay systems. An adaptive identification method was
proposed in Orlov et al. (2003) for identification of both pa-
rameters and delay. By using a convolution approach, Belkoura
(2005) and Belkoura et al. (2009) proposed an algebraic method
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to identify the delay involved in a linear time-delay system. In
Drakunov et al. (2006), a variable structure observer was pro-
posed to estimate the delay. More recently, a recursive gradient
method was proposed in Barbot et al. (2012) to estimate the
delay for a nonlinear time-delay system.

Comparing with the existing identification methods, the main
contributions of this paper are twofold. Firstly, this paper inves-
tigates the delay identification problem for a class of nonlinear
time-delay systems while most of existing works in the liter-
ature are for a linear time-delay system. Secondly, compared
with the existing results which assume the delay should be in-
volved in aperiodic trajectory, our method combines the high
order sliding mode technique Levant (2003) and classical New-
ton method Saupe (1988) to identify the delay, and the proposed
method can also treat periodic case.

This paper is an extension of Zheng et al. (2016), and is orga-
nized as follows. Section 2 states the systems and the problem
which will be studied in this paper. The delay identifiability
property will be analyzed in Section 3. This property is based
on the algebraic framework proposed in Xia et al. (2002). By
using a high order sliding mode technique, an estimator is pro-
posed in Section 4 to identify the delay. This identification is
local if the delay signal is periodic. Finally the proposed result
is applied to analyze the identifiability for an illustrative exam-
ple in Section 5.

2. Problem statement

It is assumed that the delays are constant and commensurate,
that is all of them are multiples of an elementary unknown delay
τ . Under this assumption, the considered nonlinear time-delay
system is described as follows: ẋ = f (x(t),x(t− τ), · · · ,x(t− sτ)),

y = h(x(t),x(t− τ), · · · ,x(t− sτ)),
x(t) = ψ(t), t ∈ [−sτ,0] ,

(1)
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x ∈ Rn, y ∈ R is the measurable output; f and h are
meromorphic functions1 which are functions of variables
{x,x(t− τ), · · · ,x(t− sτ)}; ψ : [−sτ,0]→Rn denotes unknown
continuous initial functions.

Assumption 1. For the initial function ψ , the system (1) admits
a unique smooth solution, which is bounded on the compact set
W, i.e. x ∈W ⊂ Rn.

Unlike conventional control systems, the studied system (1)
does not contain an input (control) u. The choice of such a
form (1) is motivated by the fact that the input signal is nor-
mally known and it is function of x. Therefore, the closed-loop
system might be written as (1) for which this paper focuses on
the identification of the unknown but constant elementary delay
τ .

3. Identifiability analysis

For a nonlinear time-delay system described in (1), the anal-
ysis of delay identifiability is not trivial as that for the linear
case, where commutative algebra can be applied. For nonlinear
case, we have to use the non-commutative algebraic framework
introduced in Xia et al. (2002), which will be firstly recalled in
the following section.

3.1. Algebraic framework
Denote by K the field of meromorphic functions of a finite

number of the variables from {x j(t − iτ), j ∈ [1,n] , i ∈ [0,s]}.
For the sake of simplicity, introduce the delay operator δ , which
means, for i ∈ Z+:

δ
i
ξ (t) = ξ (t− iτ), ξ (t) ∈K , (2)

δ i (a(t)ξ (t)) = δ ia(t)δ iξ (t)
= a(t− iτ)ξ (t− iτ). (3)

Let K (δ ] denote the set of polynomials in δ over K of the
form

a(δ ] = a0(t)+a1(t)δ + · · ·+ara(t)δ
ra (4)

where ai(t)∈K and ra ∈Z+. The addition in K (δ ] is defined
as usual, but the multiplication is given as:

a(δ ]b(δ ] =
ra+rb

∑
k=0

i≤ra, j≤rb

∑
i+ j=k

ai(t)b j(t− iτ)δ k. (5)

Thanks to the definition of K (δ ], (1) can be rewritten in a
more compact form: ẋ = f (x,δ )

y = h(x,δ )
x(t) = ψ(t), t ∈ [−sτ,0] ,

(6)

where f (x,δ ) = f (x(t),x(t − τ), · · · ,x(t − sτ)) and h(x,δ ) =
h(x(t),x(t− τ), · · · ,x(t− sτ)), with entries belonging to K .

1 means quotients of convergent power series with real coefficients Conte
et al. (1999); Xia et al. (2002).

With the standard differential operator d, denote by M the
left module over K (δ ]:

M = spanK (δ ]{dξ , ξ ∈K } (7)

where K (δ ] acts on dξ according to (2) and (3). Note that
K (δ ] is a non-commutative ring, however it is proved that it is
a left Ore ring Ježek (1996); Xia et al. (2002), which enables to
define the rank of a left module over K (δ ].

3.2. Output delay equation
In order to study the delay identifiability of (6), we need to

first deduce a certain output delay dependent equation, based
on which the identifiability can be then analyzed.

Definition 1. Zheng and Richard (2016) For system (6), an
equation with delays, containing only the output and a finite
number of its derivatives:

α(h, ḣ . . . ,h(k),δ ) = 0,k ∈ Z+

is said to be an output delay equation (of order k). More-
over, this equation is said to involve the delay in an essen-
tial way for (6) if it cannot be written as α(h, ḣ . . . ,h(k),δ ) =
a(δ ]α̃(h, ḣ . . . ,h(k)) with a(δ ] ∈K (δ ].

If there exists an output equation involving the delay in an es-
sential way, then the delay might be identifiable if certain suf-
ficient conditions are satisfied. Thus, the first task is to seek
such an output delay equation. In what follows, we define the
derivative and Lie derivative for nonlinear time-delay systems
from the non-commutative point of view.

For 0≤ j≤ s, let f (x(t− jτ)) with fr ∈K for 1≤ r≤ n and
h(x(t− jτ)) ∈K , define

∂h
∂xr

=
s

∑
j=0

∂h
∂xr(t− jτ)

δ
j ∈K (δ ].

then the Lie derivative for nonlinear systems without delays can
be extended to nonlinear time-delay systems in the framework
of Xia et al. (2002) as follows

dh
dt

= L f h =
∂h
∂x

( f ) =
n

∑
r=1

s

∑
j=0

∂h
∂xr(t− jτ)

δ
j ( fr) (8)

Based on the above notations, one can define the observabil-
ity indices introduced in Krener (1985) over non-commutative
rings. For 1 ≤ k ≤ n, let Fk be the following left module over
K (δ ]:

Fk := spanK (δ ]

{
dh,dL f h, · · · ,dLk−1

f h
}
.

It was shown in Zhang et al. (2006) that the filtration of K (δ ]-
module satisfies F1 ⊂F2 ⊂ ·· · ⊂Fρ , and it is stationary for
a certain ρ ≤ n, thus ρ is called the observability index of the
output y.

Define
£ = spanR[δ ]

{
h, · · · ,Lρ−1

f h
}
, (9)
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where R[δ ] is the commutative ring of polynomials in δ with
coefficients belonging to the field R. Note

Φh (x,δ ) =
(

h,L f h, · · · ,Lρ−1
f h

)T

since ρ ≤ n, which implies that dΦh (x,δ ) is linearly indepen-
dent vectors over K (δ ].

Due to the fact that the observability index ρ ≤ n, there exist
ωi ∈ £(δ ] for 1≤ i≤ ρ such that

Lρ

f h =
ρ

∑
i=1

ωiLi−1
f h,ωi ∈ £(δ ] (10)

which is exactly an output delay equation.

Assumption 2. It is assumed that system (6) has the observ-
ability index ρ ≤ n such that

rankK (δ ]

∂

{
h,L f h, · · · ,Lρ−1

f h
}

∂x
< rankK

∂

{
h,L f h, · · · ,Lρ

f h
}

∂x
(11)

Theorem 1. Anguelova and Wennberg (2008) Under Assump-
tion 1, the output equation (10) involves the delay in an essen-
tial way if and only if (11) is satisfied.

Remark 1. It has been shown in Anguelova and Wennberg
(2008) that if (11) is not satisfied, then an original system is
equivalent to a delay-free system via a change of coordinates.
In other words, for a concrete system containing the delay, (11)
can be used to check whether the studied system is a ‘real’ time-
delay system or not.

For Φh (x,δ ) ∈K ρ , since rankK (δ ]dΦh (x,δ ) = ρ , thus it is
linearly independent over K (δ ]. Therefore there exist (n−ρ)
functions Φξ (x,δ ) such that[

z
ξ

]
= Φ(x,δ ) =

[
Φh (x,δ )
Φξ (x,δ )

]
(12)

forms a change of coordinates, satisfying rankK (δ ]
∂Φ(x,δ )

∂x = n.
It is obvious that dimξ = 0 for the case ρ = n. With this change
of coordinates, system (6) can be written into the following
canonical form: 

ż1 = z2
...
żρ = ∑

ρ

i=1 ωizi

ξ̇ = β (z,ξ ,δ )
y =Cz = z1

(13)

where z =
(
z1, · · · ,zρ

)T
=
(

h, · · · ,Lρ−1
f h

)T
, ωi ∈ £(δ ], C =

(1,0, · · · ,0) and β ∈K (n−ρ)×1 represents the unobservable dy-
namics.

3.3. Identifiability
Consider the ρth equation of (13), since ωi ∈ £(δ ] where £(δ ]

is the set of polynomials in δ with coefficients over £ defined
in (9), therefore the maximal degree of δ in ωi is bounded as

degδ ωi ≤ i× s

where s is the maximal number of delays involved in system
(1). For the sake of simplicity, note

dmax = max{degδ ωi, for 1≤ i≤ ρ} ≤ ρ× s (14)

the ρth equation of (13) can be rewritten as

żρ(t) =
dmax

∑
i=0

pi
(
z1(t− iτ), · · · ,zρ(t− iτ)

)
= P(z, t,τ) (15)

where pi
(
z1(t− iτ), · · · ,zρ(t− iτ)

)
represents all terms con-

taining (t − iτ). Let us now introduce the following distin-
guishability definition for different delays.

Definition 2. For system (13), two different delays τ > 0 and
τ̄ > 0 is said to be distinguishable if there exists an interval
T > 0 such that∫ t

t−T
[P(z,σ ,τ)−P(z,σ , τ̄)]2 dσ 6= 0

for all t > 0. They are globally distinguishable if the above in-
equality is satisfied for all τ and τ̄ belonging to R+, and locally
distinguishable if it is satisfied only for τ and τ̄ belonging to a
set [τmin,τmax].

Equivalently, τ is said to be identifiable if there exists an in-
terval T > 0 such that∫ t

t−T
[P(z,σ ,τ)−P(z,σ , τ̄)]2 dσ = 0 implies τ = τ̄ (16)

for all t > 0. The identifiability is global if (16) is satisfied for
all τ̄ ∈R+, and it is local identifiable if (16) is satisfied only for
τ̄ ∈ [τmin,τmax] where [τmin,τmax] is the neighborhood of τ .

Let us remark that Theorem 1 guarantees only that the ρth
equation of (13) contains the delay in an essential way, which
is only a necessary condition to identify the delay.

For the concrete signal P(z, t,τ) of (13) under Assumption 1
and 2, the delay identifiability can be analyzed for three differ-
ent types.

• Constant signal: It is easy to see that, in this situation, we
cannot find a T > 0 such that (16) is satisfied for all t > 0,
thus τ is not identifiable, and this coincides with the well-
known result.

• Periodic signal: Let Tp denote as the period of P(z, t,τ),
thus P(z, t,τ) = P(z, t +TP,τ). In this case, it is clear that
τ and kTp + τ for k ∈ N are not globally distinguishable.
However, by limiting the delay in a bounded set, then we
can have a weak and local definition. Precisely, if there
exists an interval T > 0 such that (16) is satisfied for all t >
0, and for τ ∈ [τmin,τmax] and τ̄ ∈ [τmin,τmax] with τmax <
Tp, then τ in (13) can be locally identifiable with τ = τ̄ .
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• Aperiodic signal: Since P(z, t,τ) is aperiodic, then Tp =
+∞. The satisfaction of (16) for all t > 0 directly imposes
τ = τ̄ for any τ, τ̄ ∈ R+, thus for any aperiodic signal, its
delay can be always globally identifiable.

In the following, the situation of a constant signal will be
excluded, and we are going to use a sliding mode technique to
identify the delay.

4. Delay identification via sliding mode

In order to identify the bounded delay τ ∈ [τmin,τmax] with
τmax < Tp in (13), it is needed to make the following assump-
tion.

Assumption 3. It is assumed that τ in (13) is at least locally
identifiable, and that for τ̄ 6= τ with τ̄ ∈ [τmin,τmax], there exists
an interval T > 0 such that∫ t

t−T

P(z,σ ,τ)−P(z,σ , τ̄)

τ− τ̄

∂P(z,σ , τ̄)

∂ τ̄
dσ 6= 0 (17)

for all t > 0.

Remark 2. The above inequality is similar to the Persistent Ex-
citation (PE) condition required in parameter identification. It
is clear that, when τ → τ̄ , (17) is equivalent to∫ t

t−T

[
∂P(z,σ , τ̄)

∂ τ̄

]2

dσ 6= 0,∀t > 0

The above inequality implies that the variation of τ̄ in P(z,σ , τ̄)
cannot be always equal to zero, which excludes clearly the con-
stant signal whose delay is not identifiable.

Remark 3. We can notice as well that, for different τ̄ and τ ,
inequality (17) implies there exists an interval T > 0 such that∫ t

t−T
(P(z,σ ,τ)−P(z,σ , τ̄))

∂P(z,σ , τ̄)

∂ τ̄
dσ 6= 0,∀t > 0 (18)

It is worth noting that this condition is less restrictive than those
stated in the literature. For example, in Diop et al. (2001) and
Drakunov et al. (2006) when treating identification of a single
time delay for linear systems, the authors imposed the strictly
monotonic condition: | ∂P(z,t,τ)

∂ t | > 0,∀t. It is clear that those
methods cannot be applied to treat periodic signals (not mono-
tonic). The introduction of the integral over an interval is natu-
rally inspired by the PE condition of parameter identification to
cover both monotonic and non-monotonic cases. Similar to the
PE condition, this integral condition (17) should be non-zero in
order to able to identify the delay using different methods. This
is the key assumption of the continuous Newton method Saupe
(1988) used in this paper.

Considering the bounded delay τ ∈ [τmin,τmax] in (13), let τ̂

denote as the estimation of τ . Since the transformed canonical
form (13) contains zi = y(i) for 1 ≤ i ≤ ρ , it is natural to use
a differentiator to estimate those zi. Based on this thinking, a
delay estimator is proposed in (19)) which contains two parts:

the first part is a high order sliding mode differentiator (the first
ρ +1 equations of (19)) Levant (2003) and the second part is a
modified continuous Newton method.

˙̂z1 = ẑ2−λρ+1 |ẑ1− y|
ρ

ρ+1 sign(ẑ1− y)
˙̂z2 = ẑ3−λρ |ẑ1− y|

ρ−1
ρ+1 sign(ẑ1− y)

...
˙̂zρ = ẑρ+1−λ2 |ẑ1− y|

1
ρ+1 sign(ẑ1− y)

˙̂zρ+1 = −λ1sign(ẑ1− y)
˙̂τ =

KSẑ(t,τ̂)+ET ∆2 Step(ET ∆2 ,t)

2
∫ t
t−T ∆ẑ(σ ,τ̂)

∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ
, τ̂(0)> 0

(19)

where τ̂ is initialized with positive initial functions. λl for 1 ≤
l ≤ ρ +1 and K are positive constants. P(ẑ,σ , τ̂) was given in
(15) by replacing z via ẑ, with

∆ẑ (σ , τ̂) = ẑρ+1(σ)−P(ẑ,σ , τ̂) (20)

Sẑ (t, τ̂) =
∫ t

t−T
[∆ẑ (σ , τ̂)]2 dσ (21)

ET ∆2 = ∆
2
ẑ (t, τ̂)−∆

2
ẑ (t−T, τ̂) (22)

and Step(ET ∆2 , t) is the standard Heaviside function

Step(∗)=
{

1, if ET ∆2 > 0 and t > max{Ts,T +dmaxτ̂(0)}
0, otherwise

where T is the integral interval defined in (17). dmax is given in
(14) and Ts represents the settling time of the high order sliding
mode differentiator in (19). This function is used to guarantee
that τ̂ is always non-negative.

Remark 4. Due to Assumption 1, x(t) is bounded on W ⊂ Rn,
therefore z(t) is bounded as well. So, for any initial condition
ẑ(0) taken in (19), there always exists a settling time Ts such
that for all t ≥ Ts we have ẑi(t) = y(i)(t) for 1≤ i≤ ρ +1. The
procedure to tune and choose the parameters λi is presented in
the appendix. The last equation in (19) is a modified continuous
Newton method for the purpose of identifying the delay.

Theorem 2. Supposed Assumptions 1, 2 and 3 are all satisfied
for system (6), then there exist positive constants λl for 1 ≤
l ≤ ρ + 1 and K > 0 such that τ̂ in (19) locally exponentially
converges to τ .

Proof. According to Assumption 1, system (6) admits a unique
smooth solution on the compact set W , thus y(i)(t) for 1≤ i≤ ρ

and t ∈ [−sτ,0] exists and is bounded on W . Therefore, there
exists a Lipschitz constant L such that

∥∥∥y(ρ+1)
∥∥∥ ≤ L. Assump-

tion 2 guarantees that the delay τ is involved in the output de-
lay equation in an essential way, thus this can be used to iden-
tify the delay. Consider now the transformed normal form (13).
According to Levant (2003), the dynamics ẑ defined in (19) is a
high order sliding mode differentiator. With some properly cho-
sen gains λl for 1≤ l ≤ ρ+1, it has been proven that this differ-
entiator converges in a finite time Ts, i.e., for all t ≥ Ts we have
ẑi (t) = zi (t) for 1≤ i≤ ρ and ẑ j = y( j−1) (t) for 1≤ j ≤ ρ +1.
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Therefore, when t > max{Ts,T + dmaxτ̂(0)}, replacing ẑi in
(20) by zi for 1≤ i≤ ρ , we have

P(ẑ, t, τ̂) = P(z, t, τ̂)

and
∆ẑ (t, τ̂) = ẑρ+1(t)−P(ẑ, t, τ̂)

= P(z, t,τ)−P(z, t, τ̂) ∆
= ∆z (t, τ̂)

where ∆z (t, τ̂) was defined as the difference between P(z, t,τ)
and P(z, t, τ̂). Thus,

Sẑ (t, τ̂) =
∫ t

t−T
[∆z (σ , τ̂)]2 dσ ,∀t > max{Ts,T +dmaxτ̂(0)}

which yields

∂Sẑ (t, τ̂)
∂ t

= ∆
2
z (t, τ̂)−∆

2
z (t−T, τ̂)

and
∂Sẑ (t, τ̂)

∂ τ̂
=−2

∫ t

t−T
∆z (σ , τ̂)

∂P(z,σ , τ̂)

∂ τ̂
dσ (23)

so we have

dSẑ(t,τ̂)
dt =

∂Sẑ(t,τ̂)
∂ t +

∂Sẑ(t,τ̂)
∂ τ̂

˙̂τ
= ∆2

z (t, τ̂)−∆2
z (t−T, τ̂)

−2
∫ t

t−T ∆z (σ , τ̂) ∂P(z,σ ,τ̂)
∂ τ̂

dσ × ˙̂τ
= ET ∆2 −2

∫ t
t−T ∆ẑ (σ , τ̂) ∂P(ẑ,σ ,τ̂)

∂ τ̂
dσ × ˙̂τ

Due to the fact that Assumption 3 is satisfied, then∫ t
t−T ∆z (σ , τ̂) ∂P(z,σ ,τ̂)

∂ τ̂
dσ is invertible if τ̂ 6= τ . By defining

˙̂τ =
KSẑ (t, τ̂)+ET ∆2Step(ET ∆2 , t)

2
∫ t

t−T ∆ẑ (σ , τ̂) ∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ

(24)

we obtain

dSẑ(t,τ̂)
dt = −KSẑ +ET ∆2 [1−Step(ET ∆2 , t)]

=

{
−KSẑ, if ET ∆2 > 0
−KSẑ +ET ∆2 , if ET ∆2 ≤ 0

thus, for both two cases Sẑ (t, τ̂) exponentially converges to
zero. This implies that

lim
t→∞

∫ t

t−T
[∆z (σ , τ̂)]2 dσ = 0

and according to Definition 2, we have τ̂ exponentially con-
verging to τ . Notice that when τ̂ → τ where τ is positive, we
get

lim
τ̂→τ

KSẑ(t,τ̂)+∆2
ẑ (t,τ̂)−∆2

ẑ (t−T,τ̂)

2
∫ t
t−T ∆ẑ(σ ,τ̂)

∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ

= lim
τ̂→τ

(τ− τ̂)
K

Sẑ(t,τ̂)

(τ−τ̂)2
+

∆2
ẑ (t,τ̂)−∆2

ẑ (t−T,τ̂)

(τ−τ̂)2

2
∫ t
t−T

∆ẑ(σ ,τ̂)

τ−τ̂

∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ

Due to Assumption 3, we have the following relations:

lim
τ̂→τ

∫ t

t−T

∆ẑ(σ ,τ̂)
τ−τ̂

∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ =
∫ t

t−T

[
∂P(ẑ,σ ,τ̂)

∂ τ̂

]2
dσ > 0

lim
τ̂→τ

Sẑ(t,τ̂)
(τ−τ̂)2 = lim

τ̂→τ

∫ t
t−T

[
∆ẑ(σ ,τ̂)
(τ−τ̂)

]2
dσ

=
∫ t

t−T

[
∂P(ẑ,σ ,τ̂)

∂ τ̂

]2
dσ > 0

and

lim
τ̂→τ

∆2
ẑ (t,τ̂)−∆2

ẑ (t−T,τ̂)
(τ−τ̂)2 =

[
∂P(ẑ,t,τ̂)

∂ τ̂

]2
−
[

∂P(ẑ,t−T,τ̂)
∂ τ̂

]2

which is bounded, since according to Assumption 1 the system
(1) admits a smooth and bounded solution. Finally we conclude
that

limτ̂→τ

KSẑ(t,τ̂)+∆2
ẑ (t,τ̂)−∆2

ẑ (t−T,τ̂)

2
∫ t
t−T ∆ẑ(σ ,τ̂)

∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ
= 0

which implies that limt→∞
˙̂τ(t) = 0 and limt→∞ τ̂(t) = τ .

Remark 5. Compared to other existing methods, such as Diop
et al. (2001) and Drakunov et al. (2006) which can only treat
the monotonic case, the main novelty of the proposed method
is that we can treat periodic signals. This is due to the intro-
duction of the integral condition (17). Moreover, since sliding
mode technique has been used which is well known for its ro-
bustness with respect to disturbance, the proposed delay esti-
mator benefits as well such property of robustness compared to
other non-variable structure methods.

Remark 6. It is worth noting that finite-time estimation of τ

can be achieved by simply modifying the dynamics ˙̂τ in (19) as
follows:

˙̂τ =
K
√

Sẑ (t, τ̂)+ET ∆2Step(ET ∆2 , t)

2
∫ t

t−T ∆ẑ (σ , τ̂) ∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ

By using the above dynamics and following the same proof idea
as for Theorem 2, we can obtain

dSẑ (t, τ̂)
dt

=−K
√

Sẑ (t, τ̂)+ET ∆2 [1−Step(ET ∆2 , t)]

and thus Sẑ (t, τ̂) converges to zero in a finite time.

5. Illustrative example

Consider the following academic example:

ẋ1 (t) = −x2
1 (t−2τ)+ x2 (t)

ẋ2 (t) = −x1 (t)−2x1 (t−2τ)x2
1 (t−4τ)

+2x2
1 (t−2τ)x2

2 (t−2τ)
−sin(−x1 (t−2τ)x1 (t−3τ))

ẋ3 (t) = −x3 (t)+ sinx1 (t−3τ)
y(t) = x1 (t− τ)

(25)

Introducing the delay operator δ , the above example can be
written as the compact form of (6) as follows:

ẋ1 =−δ 2x2
1 + x2

ẋ2 =−x1−2δ 2x1δ 4x2
1 +2δ 2x1δ 2x2− sin

(
δ 2x1δ 3x1

)
ẋ3 =−x3 +δ 3 sinx1
y = δx1

(26)
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It can be easily checked that the observability index for y is
ρ = 2, thus, according to (10), ÿ= Lρ

f h= L2
f h is an output delay

equation. In order to check inequality (11), we calculate

rankK (δ ]

∂
{

h,L f h
}

∂x
= 2

and

rankK

∂

{
h,L f h,Lρ

f h
}

∂x
= 3

and according to Theorem 1, the delay involved in (25) is iden-
tifiable.

Following (12), we note Φh =

[
h

L f h

]
=

[
δx1

−δ 3x2
1 +δx2

]
and select Φξ = x3. Then the change of coordinates Φ =[

Φh
Φξ

]
brings the studied system into:


ż1 = z2
ż2 =−z1− sin

(
δ z1δ 2z1

)
ξ̇ =−ξ +δ 2 sinz1
y = z1

(27)

According to (15), the output delay equation for the example
can be written as

ż2(t) = P(z, t,τ)

with P(z, t,τ) =−z1(t)− sin(z1(t−τ)z1(t−2τ)) for which we
can apply the proposed delay estimator described in (19). For
the simulation, we can implement the proposed estimator as
follows: 

˙̂z1 = ẑ2−λ3 |ẑ1− y|
2
3 sign(ẑ1− y)

˙̂z2 = ẑ3−λ2 |ẑ1− y|
1
3 sign(ẑ1− y)

˙̂z3 = −λ1sign(ẑ1− y)
˙̂τ =

KSẑ(t,τ̂)+ET ∆2 Step(ET ∆2 ,t)

2
∫ t
t−T ∆ẑ(σ ,τ̂)

∂P(ẑ,σ ,τ̂)
∂ τ̂

dσ

with

∆ẑ (σ , τ̂) = ẑ3(σ)+ ẑ1(σ)+ sin(ẑ1(σ − τ̂)ẑ1(σ −2τ̂))

ET ∆2 = ∆
2
ẑ (t, τ̂)−∆

2
ẑ (t−T, τ̂)

∂P(ẑ,σ ,τ̂)
∂ τ̂

= ẑ2(σ − τ̂)ẑ1(σ −2τ̂)cos(ẑ1(σ − τ̂)ẑ1(σ −2τ̂))
+2ẑ1(σ − τ̂)ẑ2(σ −2τ̂)cos(ẑ1(σ − τ̂)ẑ1(σ −2τ̂))

and
Sẑ (t, τ̂) =

∫ t

t−T
[∆ẑ (σ , τ̂)]2 dσ

According to results presented in the appendix, the pa-
rameters of the estimator have been selected as an appropri-
ate solution of a linear matrix inequality (28), which yields
λ = [52.9566,3423.7803,52248.0756] for α = 1, η = (1 +√

5)/(3+
√

5) and L = 30. The corresponding simulation re-
sults are given with K = 2, τ = 0.5s, and T = 2s. Fig. 1 and
Fig. 2 illustrate that the proposed estimator can estimate z1 and
z2 in a finite time for the case where the initial condition of τ̂ is
equal to 0.4s. Fig. 3 shows that Assumption 3 is satisfied, and
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Figure 1: The trajectory z1 of (27) and its estimation ẑ1 when τ = 0.5s
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Figure 2: The trajectory z2 of (27) and its estimation ẑ2 when τ = 0.5s

Fig. 4 depicts the delay estimation. The same results are given
in Fig. 5 and 6 for the case where the initial condition of τ̂ is
equal to 0.6s. According to the definition of the Heaviside func-
tion in (19), the large initial condition of τ̂(0) will yield a late
activation of the estimator, and this phenomenon can be noticed
as well for those two simulations, where the estimation process
for τ̂(0) = 0.6s starts a little later than that for τ̂(0) = 0.4s.

6. Conclusion

Delay identification is not an easy task even for a linear
time-delay system. This paper studied this issue for a class
of nonlinear time-delay systems. We have firstly used the non-
commutative rings to deduce an output delay equation, and then
given necessary and sufficient condition to judge whether this
equation contains the delay in an essential way. After that,
the definition of delay identifiability was given and has been
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Figure 3: Verification of Assumption 3 when τ̂ is initialized as 0.4s
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Figure 4: τ = 0.5s and its estimation τ̂ with initial condition equal to 0.4s
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Figure 5: Verification of Assumption 3 when τ̂ is initialized as 0.6s
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Figure 6: τ = 0.5s and its estimation τ̂ with initial condition equal to 0.6s

analyzed for three different situations (constant, periodic and
aperiodic). Concerning the estimation method, we combined
the high order sliding mode technique and the classical New-
ton method. The sliding mode technique enables us to have a
finite-time estimation of the successive derivatives of the mea-
surements. After the finite time convergence, it permits us to
define an objective for which the classical Newton method was
applied to estimate the delay.

Appendix

The problem of the tuning of the gains of the high order
sliding mode differentiator has been studied in Polyakov et al.
(2014) using the so-called Implicit Lyapunov Function Method
Polyakov et al. (2015).

Let us consider the error equation for the finite-time differ-
entiator defined by the first ρ + 1 equation of (19), which can
be rewritten as follows:

ė = (A+ D̃(|e1|−1)λC)e+By(ρ+1),

where
e = (z1− y,z2− ẏ, · · · ,zρ+1− y(ρ))T

B = (0, · · · ,0,1)T

C=(1,0, · · · ,0)
λ =(−λ1, · · · ,−λρ+1)

T

and

A=


0 1 0 0 ··· 0
0 0 1 0 ··· 0
...

...
...

...
. . .

...
0 0 0 0 ··· 1
0 0 0 0 ··· 0


D̃(θ) = diag(θ

1
ρ+1 ,θ

2
ρ+1 , · · · ,θ)

with θ > 0.
A Lyapunov function candidate for the obtained system can

be defined in the implicit form Q(V,e) = 0, where

Q(V,e) = eT D(V−1)PD(V−1)e−1
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and
D(θ) = diag(θ r1 ,θ r2 , · · · ,θ rρ+1)

with θ > 0 and r j = 1− ( j−1)/(ρ +1).
Let us denote

E = diag{1,0, · · · ,0}
H = diag

(
r1, · · · ,rρ+1

)
and

Ξ(θ) = θ D̃(θ−1)−θ I

with θ > 0 and assume that |y(ρ+1)| ≤ L. If the system of linear
matrix inequalities

W :=
(

PA+ATP+YC+CT Y T+(1+L)P+α(HP+PH) P PB
P −Z 0

BT P 0 −L−1

)
≤0,(

1 Y T

Y P

)
≥ 0, HP+PH>0, P≥ηE1PE1, P>0, Z>0,

Θ(θ) := Ξ(θ)ZΞ(θ)≤ P, ∀θ ∈ [0,η−0.5],

(28)

is feasible for some η ∈ (0,1), α > 0, P ∈ R(ρ+1)×(ρ+1),
Y := Pλ ∈ Rρ+1 then a function V : Rρ+1 → R defined
by the equation Q(V,e) = 0 is positive definite and con-
tinuously differentiable outside the origin and V̇ = ∂V

∂e ė =

−
[

∂Q
∂V

]−1
∂Q
∂e ė ≤ −αV 1/(ρ+1). This implies that ei(t) = 0 for

t≥(ρ +1)V 1/(ρ+1)
0 /α , where V0 > 0 : Q(V0,e(0))=0.

In order to find a vector of observer parameters λ = P−1Y
the linear matrix inequality (28) must be solved together with
the parametric matrix inequality Θ(θ)≤ P for θ ∈ [0,η−0.5].
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