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Abstract
JavaScript is one of the most widely used programming languages. To understand the behaviors of JavaScript programs and to detect possible errors in them, researchers have developed several static analyzers based on the abstract interpretation framework. However, JavaScript provides various language features that are difficult to analyze statically and precisely such as dynamic addition and removal of object properties, first-class property names, and higher-order functions. To alleviate the problem, JavaScript static analyzers often use recency abstraction, which refines address abstraction by distinguishing recent objects from summaries of old objects. We observed that while recency abstraction enables more precise analysis results by allowing strong updates on recent objects, it is not monotone in the sense that it does not preserve the precision relationship between the underlying address abstraction techniques: for an address abstraction \( A \) and a more precise abstraction \( B \), recency abstraction on \( B \) may not be more precise than recency abstraction on \( A \). Such an unintuitive semantics of recency abstraction makes its composition with various analysis sensitivity techniques also unintuitive. In this paper, we propose a new singleton abstraction technique, which distinguishes singleton objects to allow strong updates on them without changing a given address abstraction. We formally define recency and singleton abstractions, and explain the unintuitive behaviors of recency abstraction. Our preliminary experiments show promising results for singleton abstraction.
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1. Introduction
JavaScript is one of the most widely used programming languages. It is now the 7th popular language [1] and it becomes the de facto language for web programming. In the ever-growing IoT era, the realm of JavaScript may expand even more [2] and understanding and detecting bugs in JavaScript programs are getting more important.

Recently, researchers have presented several static analyzers for JavaScript programs. SAFE [7], TAJS [5], and WALA [10] statically analyze JavaScript programs based on the abstract interpretation framework. Because they aim for sound static analysis, their analysis results are often imprecise. Thus, each analyzer develops its own analysis techniques to improve the analysis precision [3, 8, 10, 11]. For JavaScript static analysis, analyzing “object properties” precisely serves an important role in improving the analysis precision. First, because property names themselves are first-class values, imprecise analysis of property names lead to imprecise analysis of property accesses. Second, since object properties may be added or removed dynamically, precisely analyzing the existence of object properties is challenging. Imprecisely analyzing that a specific property may not exist in an object may result in reporting a false type error. Third, because JavaScript supports higher-order functions, the values of object properties may be functions, which implies that building control flow graphs precisely requires precise analysis of property accesses.

To analyze object properties more precisely, JavaScript static analyzers often use recency abstraction [4]. Note that one of the main causes of the analysis imprecision is weak update, which updates the value of an object property to a join of its old value and a new value. To analyze such updates more precisely, recency abstraction distinguishes the most recently allocated objects from joined old objects and performs weak updates on joined old objects and strong updates that replace old values with new values on the recently allocated objects. Thus, recency abstraction enhances the analysis precision for the most recently allocated objects.
Recency abstraction is yet another address abstraction that divides a given (underlying) partition-based address abstraction into two parts: old and recent addresses. A partition-based address abstraction divides addresses into partitions and uses their powersets as its abstract domain. One example partition-based address abstraction is the allocation-site abstraction, which creates partitions by merging all objects created at the same allocation site. For each partition, recency abstraction distinguishes a recent address that points to the most recently created objects and an old address that points to old objects, and it allows strong updates only on recent addresses. Consider the following code:

```javascript
61: function f() { return {}; }
62: var x = f();
63: var y = f();
64: x.p = 1;
65: y.p = 2;
66: x.p + y.p
```

Though it is contrived for brevity, it shows how recency abstraction for the allocation-site abstraction works succinctly. Since the values of \( x \) and \( y \) are objects created at the same allocation site, \( 6_1 \), both \( x \) and \( y \) have the same partition \( 6_0 \) in the allocation-site abstraction. Thus, at the end of the above code, both \( x.p \) and \( y.p \) have \texttt{undefined} (the default value for an absent property), 1, and 2 as their values. On the contrary, recency abstraction splits \( 6_0 \) into two parts: \((6_0, 0)\) for joined old addresses and \((6_0, 1)\) for a recent address. At the end of the above code, \( x \) has the old abstract address \((6_0, 0)\) and \( y \) has the recent abstract address \((6_0, 1)\). Thus, \( x.p \) has both \texttt{undefined} and 1 as its values because of weak updates on the old address, but \( y.p \) has only 2 as its value because of the strong update on the recent address.

While recency abstraction provides more precise analysis than its underlying address abstraction, it is not monotone in the sense that it does not preserve the refinement relationship between its underlying address abstraction techniques. We say that a partition-based address abstraction \( A_1 \) with a partition \( \delta_1 \) is a refinement of another partition-based address abstraction \( A_2 \) with a partition \( \delta_2 \), if the partition \( \delta_1 \) is finer than the partition \( \delta_2 \). We prove that the refinement relationship is proportional to the analysis precision. Unfortunately, recency abstraction on \( A_1 \), which is a refinement of \( A_2 \), may not be a refinement of recency abstraction on \( A_2 \). Thus, it is unclear which address abstraction would provide the most precise analysis in conjunction with recency abstraction, which denotes that recency abstraction is not compositional with other analysis techniques.

In this paper, we present a singleton abstraction, which improves the analysis precision of its underlying address abstraction without the aforementioned problems of recency abstraction. The contributions of this paper are as follows:

- We formally define recency abstraction on a partition-based address abstraction such as the allocation-site abstraction, and describes how it interferes with address partitioning and analysis sensitivities.

- We propose a singleton abstraction, which enhances the analysis precision while preserving the refinement relationship of its underlying address abstraction. Therefore, it is compositional with other analysis techniques.

- Our preliminary experimental results show that the singleton abstraction provides similar analysis precision as recency abstraction.

### 2. Concrete Semantics

In this section, we define the concrete semantics of a simplified variant of JavaScript. It contains essential constructs for address abstraction, and we augment the standard concrete semantics with time information to identify recently created objects. We call such time information a date, which is a non-negative integer.

#### 2.1 Notations and Syntax

We use the following notations:

- \( \ell \in \mathbb{L} \) : control states
- \( x, y \in \mathbb{X} \) : variables
- \( a \in \mathbb{A} \) : addresses
- \( V_p \) : primitive values
- \( V \) : values \((V = \mathbb{A} \cup V_p)\)
- \( \mathbb{D} \) : dates (non-negative integers)
- \( \mathbb{P} \) : property names of objects (strings)

We let \( \odot \) denote the undefined value \((\odot \in V_p)\). A date denotes when an object is created used for recency abstraction. Property names are string values. We consider the following abstract syntax as a simplified variant of JavaScript:

```
Program ::= Func* Stmt*
Func ::= function Id ( [Id [, Id]*]* ) { Stmt* }
Stmt ::= var Id [ = Expr ];
| Id = Expr; Expr.Prop = Expr;
| if ( Expr ) { Stmt* } else { Stmt* }
| return Expr;
Expr ::= Expr ( Expr* ) | Expr [ Expr | Expr.Prop | {}]
| Id [ ? | 0 | 1 | + | − ] \cdots \text{(values or operators)}
Id ::= a | y \cdots \text{(variable names)}
Prop ::= a | p \cdots \text{(property names of objects)}
```

We use \( ? \) to denote unknown values such as dynamically generated values. Figure 1 shows an example code. Given a statement \( s \), we write \( l_0 : s ; l_1 \), if \( l_0 \) is the control state right before the statement and \( l_1 \) is the control state right after it.

#### 2.2 States and Traces

A state \( \sigma = (\sigma^L, \sigma^C, \sigma^H, \sigma^D) \in \mathbb{S} \) consists of a control state, a context, a heap, and a date:

\[
l_0 : \quad \text{var ob} = \{};
\]

\[
l_1 : \quad \text{if ( ? )} \{ \}
\]

\[
l_2 : \quad \text{obj.a} = 1;
\]

\[
l_3 : \quad \text{obj} = \{};
\]

\[
l_4 : \quad \}
\]

\begin{figure}[h]
\centering
\includegraphics[width=0.5\textwidth]{example.png}
\caption{A simple example program}
\end{figure}
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We use \( ? \) to denote unknown values such as dynamically generated values. Figure 1 shows an example code. Given a statement \( s \), we write \( l_0 : s ; l_1 \), if \( l_0 \) is the control state right before the statement and \( l_1 \) is the control state right after it.

2. Concrete Semantics

In this section, we define the concrete semantics of a simplified variant of JavaScript. It contains essential constructs for address abstraction, and we augment the standard concrete semantics with time information to identify recently created objects. We call such time information a date, which is a non-negative integer.

- We propose a singleton abstraction, which enhances the analysis precision while preserving the refinement relationship of its underlying address abstraction. Therefore, it is compositional with other analysis techniques.

- Our preliminary experimental results show that the singleton abstraction provides similar analysis precision as recency abstraction.

2. Concrete Semantics

In this section, we define the concrete semantics of a simpli-
A context consists of an environment and a call context. An environment is a partial map from variables to values. A call context in top-level is eo; in a function f, a call context is a pair of the control point and the context of the call-site of f.

A heap is a partial map from addresses to objects with their allocation sites and dates. An object is a partial map from property names to their values.

A trace σ ∈ T is a finite sequence of states (σ₀, ..., σₙ₋₁). The date of a state captures the number of program execution steps so far: in a well-formed trace ⟨σ₀, ..., σₙ₋₁⟩, the date of σᵢ is i and the transition rules in the concrete semantics defined in Section 2.3 ensure this. The following table represents sample traces for the example code in Figure 1. A trace executing the true branch is as follows:

<table>
<thead>
<tr>
<th>σ₀</th>
<th>σ₀(σ₁(σ₂(σ₃(σ₄(σ₅(σ₆(σ₇))))))))</th>
<th>σ₀</th>
<th>σ₀</th>
<th>σ₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>∅</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>a₁₀ → (a₁, 6, 0)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>a₁₀ → (a₂, 6, 0)</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>a₁₀ → (a₃, 6, 0)</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>a₁₀ → (a₄, 6, 0)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

and another trace executing the false branch is as follows:

<table>
<thead>
<tr>
<th>σ₀</th>
<th>σ₀(σ₁(σ₂(σ₃(σ₄(σ₅(σ₆(σ₇))))))))</th>
<th>σ₀</th>
<th>σ₀</th>
<th>σ₀</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>∅</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>a₁₀ → (a₁, 6, 0)</td>
<td>1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>a₁₀ → (a₂, 6, 0)</td>
<td>2</td>
<td></td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>a₁₀ → (a₃, 6, 0)</td>
<td>3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>4</td>
<td>a₁₀ → (a₄, 6, 0)</td>
<td>4</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.3 Concrete Semantics

We define a small-step semantics characterized by a transition relation →, and use the finite trace semantics induced by →. The initial state is (l₀, (0, e₀), ∅, 0, 0) where l₀ is the start control point of a given program. For instance, the transitions for simple variable creation and object allocation statements have the following semantics:

- Simple variable creation without initialization
  
  \( l₀ : \text{var} \ x; \)
  
  \( l₁ : \text{...} \)

  \( (l₀, (\text{σ₀}^₀, \text{σ₀}^₁), \text{σ₀}^₂, \text{σ₀}^₃) \rightarrow (l₁, (\text{σ₁}^₀, \text{σ₁}^₁), \text{σ₁}^₂, \text{σ₁}^₃) \) where

  \( \text{σ₁}^₀ = \text{σ₀}^₀[x \mapsto ∅] \) and \( \text{σ₁}^₃ = \text{σ₀}^₃ + 1 \)

- Object allocation
  
  \( l₀ : \ x = \{ \}; \)
  
  \( l₁ : \text{...} \)

  \( (l₀, (\text{σ₀}^₀, \text{σ₀}^₁), \text{σ₀}^₂, \text{σ₀}^₃) \rightarrow (l₁, (\text{σ₁}^₀, \text{σ₁}^₁), \text{σ₁}^₂, \text{σ₁}^₃) \) where a is a fresh address, \( \text{σ₁}^₀ = \text{σ₀}^₀[x \mapsto a] \), \( \text{σ₁}^₁ = \text{σ₀}^₁[a \mapsto ((\{), 6, 0, \text{σ₀}^₂)] \), and \( \text{σ₁}^₃ = \text{σ₀}^₃ + 1 \).

The remaining rules are available in a companion report [9]. Generally, the transition relation → should ensure that, for each transition \( (\text{σ₀}^₀, \text{σ₀}^₁, \text{σ₀}^₂) \rightarrow (\text{σ₁}^₀, \text{σ₁}^₁, \text{σ₁}^₂) \), \( \text{σ₁}^₃ = \text{σ₀}^₃ + 1 \).

3. Recency Abstraction

We formally define a series of abstractions towards recency abstraction on top of a given partition-based address abstraction. Then, we illustrate unintuitive behaviors of recency abstraction using two code examples.

3.1 Abstractions

We define a program abstraction by composing a series of abstractions:

- a classical flow-sensitive abstraction that maps each control state to the set of states that are observed at that location; and
- an abstraction of sets of states by collapsing addresses according to an address abstraction given as a parameter of the program abstraction.

Address abstraction An address abstraction is defined by:

- a set of abstract addresses \( \text{A}^₀ \) (we note \( a^₀ \) for an element of this set); and
- a function \( \phi^A : \text{A} \rightarrow \text{A}^₀ \) that maps each address into the abstract address that represents it.

In the following, we consider several choices of this address abstraction. In each case, it fixes fully for each state the mapping between concrete addresses and abstract addresses.

State abstraction based on address abstraction Given a pair \( (\text{A}^₀, \phi^A) \), we can define abstract domains and abstraction functions for the state abstraction as shown in Figure 2. Abstractions of control states and primitive values are their power sets. Because a power set of primitive values could be an infinite set, we should define its finite abstraction in real analysis, but we use powersets in this paper for the presentation brevity. Abstractions of states are a pair of abstractions of environments and heaps. An abstract environment is a map from variables to pairs of abstract addresses and sets of primitive values. An abstract heap is a map from abstract addresses to abstract objects. In the heap abstraction, we merge all the abstract objects corresponding to a given abstract address. Finally, an abstract object is a map from property names to pairs of abstract addresses and sets of primitive values or the special consider \( ∅ \); when an abstract object \( a^₀ \) has a mapping from p to \( ∅ \), it denotes that p may not exist in \( a^₀ \). Since abstract domains are complete lattices, we define at each step an element-wise abstraction function \( \phi \), that maps each element to its best abstraction.

Such functions implicitly define Galois connections. For instance, \( \text{A}_a, \phi^A \) defines \( \mathcal{P}(\text{A}_a) \equiv \text{A}^₀ \) by:

\[ \alpha(\text{A}_a) = \bigcup_{a \in \text{A}_a} \phi^A(a), \quad \gamma(a^₀) = \{ a \in \text{A} \mid \phi^A(a) \subseteq a^₀ \} \]

Recency abstraction Recency abstraction is a commonly used address abstraction for JavaScript analysis, which is often defined on top of the allocation-site abstraction. We generalize the allocation-site abstraction as a partition-based address abstraction, and define recency abstraction on it. Thus, our formalization can represent recency abstraction...
on heap cloning [6], which is yet another partition-based address abstraction.

A partition-based address abstraction \((A_\pi^2, \phi^A_\pi)\) is defined with a partition \(\pi : \Lambda \to \Pi\) where \(A_\pi^2 = \mathcal{P}(\Pi)\) and \(\phi^A_\pi(a) = \{\delta(a)\}\). We could simplify the heap abstraction using the partition \(\delta\) as follows:

\[
\begin{align*}
A_\delta^2 &= \mathcal{P}(\Pi 	imes \{r, o\}) \\
\phi^A_\delta(a) &= \begin{cases} 
\{ (\pi, r) \} & \text{if } h(a) = (o, \ell, n_r) \\
\{ \text{otherwise} \} & \text{where } \pi = \delta(a) \\
\end{cases} \\
\delta(a') &= \pi \land h(a') = (o', \ell', n') \\
\end{align*}
\]

This allows to abstract sets of states similarly as above except that the address abstraction function depends on states.

### 3.2 Unintuitive Behaviors of Recency Abstraction

Now, we illustrate unintuitive behaviors of recency abstraction using two examples.

**Example 1** The code in Figure 1 contains two allocation-sites \(\ell_9\) and \(\ell_5\). Let us consider two partition-based address abstractions: the allocation-site abstraction with \(\delta_{\ell_9} : \Lambda \to \mathbb{L}\), which divides addresses based on their allocation sites and a crude one with \(\delta_T : \Lambda \to \{\pi\}\) for some \(\pi\), which does not partition at all. Clearly, the abstraction \((A_\delta^2, \phi^A_\delta)\) defines a more precise address partition than \((A^2_{\ell_9}, \phi^A_{\ell_9})\). Unfortunately, recency abstraction does not preserve this “more precise than” relationship. Let’s look at the analysis results at the control state \(\ell_4\). The abstraction with recency abstraction \((A_\delta^2, \phi^A_\delta)\) produces the following result:

<table>
<thead>
<tr>
<th>Concrete domain</th>
<th>Abstract domain</th>
<th>Element-wise abstraction function</th>
</tr>
</thead>
<tbody>
<tr>
<td>(S)</td>
<td>(S^2 = E^2 \times H^2)</td>
<td>(\phi^A((\ell, e, \cdot), h, \cdot) = (\phi^A(e), \phi^A(h)))</td>
</tr>
</tbody>
</table>
| \(E\)           | \(E^2 = X \to A^2 \times \mathcal{P}(\mathbb{V}_p)\) | \(\phi^A(e) = \lambda(x \in \text{Domain}(e)) \cdot \begin{cases} 
\phi^A(e(x), \{\}) & \text{if } (x) \text{ is an address} \\
\phi^A(\{\}, \{e(x)\}) & \text{if } (x) \text{ is a primitive value} \\
\end{cases}\) |
| \(H\)           | \(H^2 = A^2 \to O^2\) | \(\phi^A(h) = \lambda(a^\pi \in A^2) \cdot \begin{cases} 
\phi^A(o) & \text{if } o \text{ is an address} \\
\phi^A\{\}, \{\} & \text{if } o \text{ is a primitive value} \\
\end{cases}\) |
| \(\emptyset\)    | \(O^2 = P \to A^2 \times \mathcal{P}(\mathbb{V}_p \cup \{\emptyset\})\) | \(\phi^A(o) = \lambda(p) \cdot \begin{cases} 
\phi^A(o(p), \{\}) & \text{if } o(p) \text{ is an address} \\
\phi^A(\{\}, \{o(p)\}) & \text{if } o(p) \text{ is a primitive value} \\
\end{cases}\) |

Figure 2. Abstractions based on the address abstraction \((A^2_\delta, \phi^A_\delta)\)

The joined result of both true and false branches shows that \text{obj}.\text{a} may have values \{\emptyset, 1\}. On the contrary, the abstraction with \((A^2_\delta, \phi^A_\delta)\) produces the following:

| true branch | \text{obj} \mapsto \{(\pi, r)\} | \(\pi, o) \mapsto \{a \mapsto \{1\}\} \|
| false branch | \text{obj} \mapsto \{(\ell_9, r)\} | \(\ell_9, o) \mapsto \{a \mapsto \{1\}\} \|

The joined result of both branches shows that \(a\) does not exist in \text{obj}; thus, the value of \text{obj}.\text{a} is \{\emptyset\}. This example shows that \((A^2_\delta, \phi^A_\delta)\) is more precise than \((A^2_{\ell_9}, \phi^A_{\ell_9})\).

**Example 2** The code in Figure 3 shows that recency abstraction may interfere with analysis sensitivities. Let us consider two analysis sensitivities: 1-CFA that distinguishes the same function from its different call sites using its caller, and 0-CFA that does not distinguish different call sites of the same function. Then, we consider the allocation-site abstraction refined by different sensitivities. With 1-CFA, the partition is \(\delta : \Lambda \to \{\ell_9, \ell_{10}\}\) where \(\ell_{10}\) means that the allocation-site \(\ell_9\) with the call-site \(\ell_{10}\) with the call-site \(\ell_9\). In this case, we get the
following result at the control state $l_1$:  

<table>
<thead>
<tr>
<th>Call $l_0, l_1$</th>
<th>$e^2$</th>
<th>( h^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r}}</td>
<td>{}</td>
</tr>
<tr>
<td>Call $l_0, l_1$</td>
<td>$e^2$</td>
<td>( h^2 )</td>
</tr>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r}}</td>
<td>{}</td>
</tr>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r}}</td>
<td>{}</td>
</tr>
<tr>
<td>Join</td>
<td>$e^2$</td>
<td>( h^2 )</td>
</tr>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r)}</td>
<td>{}</td>
</tr>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r)}</td>
<td>{}</td>
</tr>
</tbody>
</table>

With 0-CFA, the partition is \( \delta : \lambda \rightarrow \{l_1\} \). Thus, it has only one partition and we get the following result at the control state $l_1$:  

<table>
<thead>
<tr>
<th>Call $l_0, l_1$</th>
<th>$e^2$</th>
<th>( h^2 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r)}</td>
<td>{}</td>
</tr>
<tr>
<td>Call $l_0, l_1$</td>
<td>$e^2$</td>
<td>( h^2 )</td>
</tr>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r)}</td>
<td>{}</td>
</tr>
<tr>
<td>Join</td>
<td>$e^2$</td>
<td>( h^2 )</td>
</tr>
<tr>
<td>((l_1, r))</td>
<td>{(l_1, r)}</td>
<td>{}</td>
</tr>
</tbody>
</table>

This example shows that a more precise 1-CFA may produce less precise results than 0-CFA when combined with recency abstraction. Therefore, the precision relationship of analysis sensitivities is not preserved when combined with recency abstraction.

### 4. Singleton Abstraction

In this section, we explain the unintuitive behaviors of recency abstraction in terms of the refinement relationship between partition-based address abstractions. Then, we present singleton abstraction, a new heap abstraction based on a given partition-based address abstraction, which preserves the refinement relationship of its underlying address abstraction and moreover allows strong updates on singleton addresses.

#### 4.1 Refinement of Address Abstraction

We first define terminologies to discuss the behaviors of recency abstraction. A partition-based address abstraction \( \langle A^2_1, \phi^2_1 \rangle \) is defined with a partition \( \delta_1 : \lambda \rightarrow \Pi_1 \). A partition-based address abstraction is a refinement of another, if and only if their partitions have the refinement relationship accordingly.

**Definition 1 (\( \leq \)).** \( \langle A^2_1, \phi^2_1 \rangle \leq \langle A^2_2, \phi^2_2 \rangle \) iff \( \delta_1 \) is a refinement partition of \( \delta_2 \).

An address abstraction \( \langle A^1_1, \phi^1_1 \rangle \) is more precise than \( \langle A^2_1, \phi^2_1 \rangle \) if and only if the concretization of the former is a subset of that of the latter.

**Definition 2 (\( \leq_p \)).** \( \langle A^1_1, \phi^1_1 \rangle \leq_p \langle A^2_1, \phi^2_1 \rangle \) iff \( \gamma_1 \circ \alpha_1 \subseteq \gamma_2 \circ \alpha_2 \).

Then, we prove that the refinement relation implies the precision relation.

**Theorem 1** (Implication of precision from refinement). \( \langle A^2_1, \phi^2_1 \rangle \leq \langle A^2_2, \phi^2_2 \rangle \Rightarrow \langle A^1_1, \phi^1_1 \rangle \leq_p \langle A^2_2, \phi^2_2 \rangle \).

Now, let us revisit the first example in Section 3.2 with the refinement relation. Because \( \delta_{id} \) is a partition of \( \delta_{\tau} \), we have \( \langle A^2_{[\delta_{id}], \phi^2_{[\delta_{id}]}}, \phi^1_{[\delta_{id}]} \rangle \leq \langle A^2_{[\delta_{\tau}], \phi^2_{[\delta_{\tau}]}}, \phi^1_{[\delta_{\tau}]} \rangle \). The recency abstraction with a cruder partition \( \langle A^2_{[\delta_{[\delta_{id}]}], \phi^2_{[\delta_{[\delta_{id}]}]}}, \phi^1_{[\delta_{[\delta_{id}]}]} \rangle \) has two partitions \( (\pi, r) \) and \( (\pi, o) \): \( \gamma((\pi, r)) = \{a_{e_{e}}, a_{e_{o}}\} \) and \( \gamma((\pi, o)) = \{a_{e_{o}}\} \) where \( a_{e_{e}} \) and \( a_{e_{o}} \) are concrete addresses created at \( l_0 \) and \( l_5 \), respectively, for the true branch, and \( a_{e_{o}} \) is a concrete address created at \( l_0 \) for the false branch. The other recency abstraction \( \langle A^2_{[\delta_{[\delta_{id}, \delta_{[\delta_{id}]}]}], \phi^2_{[\delta_{[\delta_{id}, \delta_{[\delta_{id}]}]}]}}, \phi^1_{[\delta_{[\delta_{id}, \delta_{[\delta_{id}]}]}]} \rangle \) has four partitions, and only two partitions \( (l_1, r) \) and \( (l_1, o) \) have elements: \( \gamma((l_1, r)) = \{a_{e_{e}}, a_{e_{o}}\} \) and \( \gamma((l_1, o)) = \{a_{e_{o}}\} \). Thus, \( \langle A^2_{[\delta_{[\delta_{id}, \delta_{[\delta_{id}]}]}], \phi^2_{[\delta_{[\delta_{id}, \delta_{[\delta_{id}]}]}]}}, \phi^1_{[\delta_{[\delta_{id}, \delta_{[\delta_{id}]}]}]} \rangle \) does not preserve the refinement relation of its underlying address abstraction, which in turn does not preserve their precision relation. Similarly, the second example shows that recency abstraction with a more precise 1-CFA analysis sensitivity does not always produce more precise analysis results than recency abstraction with a less precise 0-CFA.

#### 4.2 Singleton Abstraction

To alleviate the problem, we decide not to divide a given partition but to simply perform strong updates on singleton objects. Thus, we propose singleton abstraction, a new heap abstraction that preserves the refinement relationship of its underlying address abstraction. It can provide more precise analysis results with more precise underlying address abstractions and with more precise analysis sensitivities.

Given a partition-based address abstraction \( \langle A^2_1, \phi^2_1 \rangle \) with a partition \( \delta = \lambda \rightarrow \Pi \), we define singleton abstraction as follows:  

- \( \mathbb{H}^2_{\delta}[s, m] = \Pi \rightarrow \mathbb{O} \times \{s, m\} \);  
- \( \phi^2_{\mathbb{H}}(h) = \lambda(\pi \in \Pi) \cdot (\phi^2_{\Pi}(\pi), \{s \text{ if } \{U\} = 1 \text{ otherwise } m\}) \)  

where \( U = \{s', a' \in \lambda | \delta(a') = \pi \land a' \in \text{Domain}(h)\} \).

It distinguishes partitions with only one address as \( s \) and maps the other partitions to \( m \). Merging two mappings from the same partition to both singleton \( (s) \) and multiple \( (m) \) results in \( m \).

Unlike recency abstraction, the singleton abstraction preserves the refinement relation of its underlying address abstraction because they use the same partition from the underlying address abstraction. While the expressive power of the singleton abstraction is the same as its partition-based address abstraction, singleton abstraction allows strong updates for address partitions that map to \( s \). It permits strong updates on objects created at specific allocation sites.

### 5. Evaluation

We evaluate the precision of singleton abstraction in comparison with recency abstraction. We conducted experiments with 3 sets of benchmarks—JSAT, SunSpider, and V8—consisting of 24 programs on a 2.8 GHz Intel Core i5 iMac with 16GB memory. We implemented 3 address
For recency abstraction, we analyzed a typical address abstraction, recency abstraction, and singleton abstraction—on an open-source JavaScript static analysis framework, SAFE [7]. The implemented recency abstraction and singleton abstraction are built on top of the allocation-site abstraction.

The analyses took on average 86.92, 122.73, and 79.77 seconds for the allocation-site, recency, and singleton abstractions, respectively. It means that singleton abstraction does not incur much performance overhead like recency abstraction while providing comparable analysis precision with recency abstraction. We observed that the more complex benchmark programs get, the more performance overhead recency abstraction causes.

For the analysis precision, we compare the numbers of object property loads like obj.p that have more precise results with recency or singleton abstraction compared with just the allocation-site abstraction. Table 1 summarizes the experimental results; the 3rd column shows the lines of code, the 4th and the 5th columns show the numbers of more precise property loads by recency and singleton abstractions, respectively, and the last column shows the total number of property loads in each program. For example, the first program in the JSAl benchmarks, adn-chess.js, has 127 property loads, among which recency abstraction analyzes 90 property loads more precisely than the allocation-site abstraction. In summary, recency and singleton abstractions analyze about 42.39% and 33.63% of property loads more precisely on average, respectively. Note that recency abstraction divides partitions into two parts: recent and old. Therefore, recency abstraction provides more precise analysis results than singleton abstraction when programs update recent addresses and their allocation sites also have old addresses pointing to different shapes of objects. We plan to extend the set of benchmark programs to understand the relationships between recency and singleton abstractions more clearly.

### 6. Conclusion

We revisited recency abstraction, a typical address abstraction technique for static analysis of JavaScript programs. We formally defined it on a partition-based address abstraction, and we used the formalization to describe unintuitive behaviors of recency abstraction. We explained the behaviors by showing that recency abstraction does not preserve the refinement relationship between its underlying address abstractions. Thus, it is difficult to predict which address abstraction would provide the most precise analysis result for recency abstraction. Thus, we proposed singleton abstraction, a new heap abstraction using a partition-based abstraction. It preserves the refinement relationship of the underlying address abstractions. Therefore, it is compositional with other analysis techniques. Moreover, our experiments showed that it provides similar analysis precision with recency abstraction while reducing the performance overhead.
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