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Abstract. Kernels and, broadly speaking, similarity measures on graphs
are extensively used in graph-based unsupervised and semi-supervised
learning algorithms as well as in the link prediction problem. We ana-
lytically study proximity and distance properties of various kernels and
similarity measures on graphs. This can potentially be useful for recom-
mending the adoption of one or another similarity measure in a machine
learning method. Also, we numerically compare various similarity mea-
sures in the context of spectral clustering and observe that normalized
heat-type similarity measures with log modification generally perform
the best.

1 Introduction

Many graph-based semi-supervised learning methods, see e.g., [1–3, 7, 23, 24, 43]
and references therein, can be viewed as the methods comparing some distances
or similarity measures from unlabelled nodes to the labelled ones. An unlabelled
node is attributed to a class whose labelled nodes are closer with respect to
distances or similarity measures. Also, unsupervised machine learning methods
such as K-means and its numerous variations are based on grouping points in a
metric space, see e.g. [19, 32, 44]. While the plain K-means method discovers only
linear boundaries between clusters in a metric space, kernel K-means methods
have better sensitivity and can discover clusters of more general shapes. In ad-
dition, some kernel K-means methods are equivalent to spectral clustering [19].
A choice of a kernel may have significant impact on the clustering quality. More-
over, the distance property of the kernels can be exploited for quick grouping of
points in the K-means methods [18, 19]. Similarity measures are also used in the
link prediction problem [5, 33].

Most but not all similarity measures are defined with the help of kernels
on graphs, i.e., positive semidefinite matrices with indices corresponding to the
nodes. Note that according to Schoenberg’s theorem [34, 35] one can always
transform a positive semidefinite matrix to a set of points in an Euclidian space.
In contrast, the proximity property [13] is much more subtle and not all kernels
on graphs appear to be proximity measures.

In this paper, we analyse distance and proximity properties of the similarity
measures and kernels on graphs. All similarity measures and kernels that we



study are defined in terms of one of the following three basic matrices: weighted
adjacency matrix, combinatorial Laplacian and (stochastic) Markov matrix. We
compare similarity measures and kernels on graphs both theoretically and by
numerical experiments in the context of spectral clustering on the stochastic
block model. We hope that our analysis will be useful for recommending the
adoption of one or another similarity measure in a machine learning method.
It was interesting to observe that in the context of the spectral clustering, the
normalized heat-type kernels with logarithmic transformation perform the best
on the stochastic block model.

2 Definitions and preliminaries

The weighted adjacency matrix W = (wij) of a weighted undirected graph G
with vertex set V (G) = {1, . . . , n} is the matrix with elements

wij =

{
weight of edge (i, j), if i ∼ j,
0, otherwise.

In what follows, G is connected.
The ordinary (or combinatorial) Laplacian matrix L ofG is defined as follows:

L = D −W, where D = Diag(W ·1) is the degree matrix of G, Diag(x) is the
diagonal matrix with vector x on the main diagonal, and 1 = (1, . . . , 1)T . In
most cases, the dimension of 1 is clear from the context.

Informally, given a weighted graph G, a similarity measure on the set of its
vertices V (G) is a function κ : V (G) × V (G)→R that characterizes similarity
(or affinity, or closeness) between the vertices of G in a meaningful manner and
thus is intuitively and practically adequate for empirical applications [2, 18, 24,
33].

A kernel on graph is graph similarity measure that has an inner product
representation. Inner product matrices (also called Gram matrices) with real
entries are symmetric positive semidefinite matrices. On the other hand, any
semidefinite matrix has a representation as a Gram matrix with respect to the
Euclidean inner product [25].

We note that following [31, 39] we prefer to write kernel on graph rather than
graph kernel, as the notion of “graph kernel” refers to a kernel between graphs
[41].

A proximity measure (or simply proximity) [13] on a finite set A is a function
κ : A×A→ R that satisfies the triangle inequality for proximities, viz.:
for any x, y, z ∈ A, κ(x, y) + κ(x, z)− κ(y, z) ≤ κ(x, x), and if z = y and y 6= x,
then the inequality is strict.

A proximity κ is a Σ-proximity (Σ ∈ R) if it satisfies the normalization
condition:

∑
y∈A κ(x, y) = Σ for any x ∈ A.

By setting z = x in the triangle inequality for proximities and using the
arbitrariness of x and y one verifies that any proximity satisfies symmetry :
κ(x, y) = κ(y, x) for any x, y ∈ A.



Furthermore, anyΣ-proximity has the egocentrism property: κ(x, x) > κ(x, y)
for any distinct x, y ∈ A [13]. If κ(x, y) is represented by a matrix K = (Kxy) =
(κ(x, y)), then egocentrism of κ(x, y) amounts to the entrywise diagonal domi-
nance of K.

If xi and xj are two points in the Euclidean space Rn, then ||xi − xj ||22
is the squared distance between xi and xj . Schoenberg’s theorem establishes
a connection between positive semidefinite matrices (kernels) and matrices of
Euclidean distances.

Theorem 1 ([34, 35]) Let K be an n×n symmetric matrix. Define the matrix

D = (dij) =
1

2

(
diag(K) · 1T + 1 · diag(K)T

)
−K, (1)

where diag(K) is the vector consisting of the diagonal entries of K. Then there
exists a set of vectors x1, . . . ,xn ∈ Rn such that dij = ||xi−xj ||22 (i, j = 1, . . . , n)
if and only if K is positive semidefinite.

In the case described in Theorem 1, K is the Gram matrix of x1, . . . ,xn.
Given K, these vectors can be obtained as the columns of the unique positive
semidefinite real matrix B such that B2 = BTB = K. B has the expression

B = UΛ1/2U∗, where Λ = Diag(λ1, . . . , λn), Λ1/2 = Diag(λ
1/2
1 , . . . , λ

1/2
n ), and

A = UΛU∗ is the unitary decomposition of A [25, Corollary 7.2.11].
Connections between proximities and distances are established in [13].

Theorem 2 For any proximity κ on a finite set A, the function

d(x, y) =
1

2
(κ(x, x) + κ(y, y))− κ(x, y), x, y ∈ A (2)

is a distance function A×A→ R.

This theorem follows from the proof of Proposition 3 in [13].

Corollary 1 Let D = (dxy) be obtained by (1) from a square matrix K. If D
has negative entries or

√
dxy +

√
dyz <

√
dxz for some x, y, z ∈ {1, . . . , n}, then

the function κ(x, y) = Kxy, x, y ∈ {1, . . . , n} is not a proximity.

Proof. If
√
dxy +

√
dyz <

√
dxz, then dxy + dyz + 2

√
dxydyz < dxz, i.e.,

the function d(x, y) = dxy violates the ordinary triangle inequality. Thus, it is
not a distance, as well as in the case where D has negative entries. Hence, by
Theorem 2, κ is not a proximity. �

The following theorem describes a one-to-one correspondence between dis-
tances and Σ-proximities with a fixed Σ on the same finite set.

Theorem 3 ([13]) Let S and D be the set of Σ-proximities on A (|A| = n;
Σ ∈ R is fixed) and the set of distances on A, respectively. Consider the mapping
ψ(κ) defined by (2) and the mapping ϕ(d) defined by

κ(x, y) = d(x, ·) + d(y, ·)− d(x, y)− d(·, ·) +
Σ

n
, (3)



where d(x, ·) = 1
n

∑
y∈A d(x, y) and d(·, ·) = 1

n2

∑
y,z∈A d(y, z). Then ψ(S) = D,

ϕ(D) = S, and ϕ(ψ(κ)), κ ∈ S and ψ(ϕ(d)), d ∈D are identity transformations.

Remark 1 The K → D transformation (1) is the matrix form of (2). The
matrix form of (3) is

K = −HDH +ΣJ, (4)

where J = 1
n1·1T and H = I − J is the centering matrix.

3 Kernel, proximity and distance properties

3.1 Adjacency matrix based kernels and measures

Let us consider several kernels on graphs based on the weighted adjacency matrix
W of a graph.

Katz kernel The Katz kernel [28] (also referred to as walk proximity [14] and
von Neumann3 diffusion kernel [37, 38]) is defined4 as follows:

KKatz(α) =

∞∑
k=0

(αW )k = [I − αW ]−1,

with 0 < α < (ρ(W ))−1, where ρ(W ) is the spectral radius of W .
It is easy to see that [I − αW ] is an M-matrix5, i.e., a matrix of the form

A = qI − B, where B = (bij) with bij ≥ 0 for all 1 ≤ i, j ≤ n, while q
exceeds the maximum of the moduli of the eigenvalues of B (in the present
case, q = 1). Thus, [I − αW ] is a symmetric M-matrix, i.e., a Stieltjes matrix.
Consequently, [I − αW ] is positive definite and so is KKatz(α) = [I − αW ]−1.
Thus, by Schoenberg’s theorem, KKatz can be transformed by (1) into a matrix
of squared Euclidean distances.

Moreover, the Katz kernel has the following properties:
If [I − αW ] is row diagonally dominant, i.e., |1 − αwii| ≥ α

∑
j 6=i |wij | for all

i ∈ V (G) (by the finiteness of the underlying space, one can always choose α
small enough such that this inequality becomes valid) then

– KKatz(α) satisfies the triangle inequality for proximities (see Corollary 6.2.5
in [29]), therefore, transformation (2) provides a distance on V (G);

– KKatz(α) satisfies egocentrism (i.e., entrywise diagonal dominance; see also
Metzler’s property in [29]).

Thus, in the case of row diagonal dominance of [I − αW ], the Katz kernel is
a non-normalized proximity.

3 M. Saerens [36] has remarked that a more suitable name could be Neumann diffusion
kernel, referring to the Neumann series

∑∞
k=0 T

k (where T is an operator) named
after Carl Gottfried Neumann, while a connection of that to John von Neumann
is not obvious (the concept of von Neumann kernel in group theory is essentially
different).

4 In fact, L. Katz considered
∑∞

k=1(αW )k.
5 For the properties of M-matrices, we refer to [29].



Communicability kernel The communicability kernel [23, 20, 21] is defined as
follows:

Kcomm(t) = exp(tW ) =

∞∑
k=0

tk

k!
W k.

(We shall use letter “t” whenever some notion of time can be attached to the
kernel parameter; otherwise, we shall keep using letter “α”.) It is an instance of
symmetric exponential diffusion kernels [31]. Since Kcomm is positive semidef-
inite, by Schoenberg’s theorem, it can be transformed by (1) into a matrix of
squared Euclidean distances. However, this does not imply that Kcomm is a
proximity.

In fact, it is easy to verify that for the graph G with adjacency matrix

W =


0 2 0 0
2 0 1 0
0 1 0 2
0 0 2 0

 , (5)

Kcomm(1) violates the triangle inequality for proximities on the triple of vertices
(1,2, 3) (the “x” element of the inequality is given in bold). On the other hand,
Kcomm(t)→ I as t→ 0, which implies that Kcomm(t) with a sufficiently small t
is a [non-normalized] proximity.

Note that the graph corresponding to (5) is a weighted path 1–2–3–4, and
immediate intuition suggests the inequality d(1, 2) < d(1, 3) < d(1, 4) for a
distance on its vertices. However, Kcomm(3) induces a Euclidean distance for
which d(1, 3) > d(1, 4). For Kcomm(4.5) we even have d(1, 2) > d(1, 4). However,
Kcomm(t) with a small enough positive t satisfies the common intuition.

By the way, the Katz kernel behaves similarly: when α > 0 is sufficiently
small, it holds that d(1, 2) < d(1, 3) < d(1, 4), but for α > 0.375, we have
d(1, 3) > d(1, 4). Moreover, if 0.38795 < α < (ρ(W ))−1, then d(1, 2) > d(1, 4) is
true.

Double-factorial similarity The double-factorial similarity [22] is defined as
follows:

Kdf(t) =

∞∑
k=0

tk

k!!
W k.

As distinct from the communicability measure, Kdf is not generally a kernel.
Say, for the graph with weighted adjacency matrix (5), Kdf(1) has two negative
eigenvalues. Therefore Kdf does not generally induce a set of points in Rn, nor
does it induce a natural Euclidean distance on V (G).

Furthermore, in this example, matrix D obtained from Kdf(1) by (1) has
negative entries. Therefore, by Corollary 1, the function κ(x, y) = Kdf

xy(1), x, y ∈
V (G) is not a proximity.

However, as well as Kcomm(t), Kdf(t) → I as t → 0. Consequently, all
eigenvalues of Kdf(t) converge to 1, and hence, Kdf(t) with a sufficiently small



positive t satisfies the triangle inequality for proximities. Thus, Kdf(t) with a
small enough positive t is a kernel and a [non-normalized] proximity.

3.2 Laplacian based kernels and measures

Heat kernel The heat kernel is a symmetric exponential diffusion kernel [31]
defined as follows:

Kheat(t) = exp(−tL) =

∞∑
k=0

(−t)k

k!
Lk,

where L is the ordinary Laplacian matrix of G.
Kheat(t) is positive-definite for all values of t, and hence, it is a kernel. Then,

by Schoenberg’s theorem, Kheat induces a Euclidean distance on V (G). For our
example (5), this distance for all t > 0 obeys the intuitive inequality d(1, 2) <
d(1, 3) < d(1, 4).

On the other hand, Kheat is not generally a proximity. E.g., for the exam-
ple (5), Kheat(t) violates the triangle inequality for proximities on the triple of
vertices (1,2, 3) whenever t > 0.431. As well as for the communicability kernel,
Kheat(t) with a small enough t is a proximity. Moreover, it is an 1-proximity,
as L has row sums 0, while L0 = I has row sums 1. Thus, the 1-normalization
condition is satisfied for any t > 0.

Normalized heat kernel The normalized heat kernel is defined as follows:

Kn-heat(t) = exp(−tL) =

∞∑
k=0

(−t)k

k!
Lk,

where L = D−1/2LD−1/2 is the normalized Laplacian,D being the degree matrix
of G [15].

For this kernel, the main conclusions are the same as for the standard heat
kernel. For the example (5), Kheat(t) violates the triangle inequality for prox-
imities on the triple of vertices (1,2, 3) when t > 1.497. It is curious to observe
that the triangle inequality of the example (5) is violated starting with a larger
value of t in comparison with the case of the standard heat kernel. An impor-
tant distinction is that generally, L has nonzero row sums. As a result, Kn-heat

does not satisfy the normalization condition, and even for small t, Kn-heat is a
non-normalized proximity.

Regularized Laplacian kernel The regularized Laplacian kernel , or forest
kernel is defined [11] as follows:

KregL(t) = [I + tL]−1,

where t > 0.



As was shown in [12, 14], the regularized Laplacian kernel is a 1-proximity
and a row stochastic matrix. Since [I + tL] is positive definite, so is [I + tL]−1,
and by Schoenberg’s theorem, KregL induces a Euclidean distance on V (G).

For the example (5), the induced distances corresponding to KregL always
satisfy d(1, 2) < d(1, 3) < d(1, 4). Regarding the other properties of KregL, we
refer to [12, 3].

It is the first encountered example of similarity measure that satisfies the
both distance and proximity properties for all values of the kernel parameter.

Absorption kernel The absorption kernel [27] is defined as follows:

Kabsorp(t) = [tA+ L]−1, t > 0,

where A = Diag(a) and a = (a1, . . . , an)T is called the vector of absorption
rates and has positive components. As Kabsorp(t−1) = t(A + tL)−1, this kernel
is actually a generalization of the previous one.

Since [tA+L] is positive definite, Schoenberg’s theorem attaches a matrix of
squared Euclidean distances to Kabsorp(t).

[tA + L] is a row diagonally dominant Stieltjes matrix, hence, by Corol-
lary 6.2.5 in [29] we conclude that Kabsorp satisfies the triangle inequality for
proximities, i.e., Kabsorp is a proximity (but not generally a Σ-proximity).

3.3 Markov matrix based kernels and measures

Personalized PageRank Personalized PageRank (PPR) similarity measure is
defined as follows:

KPPR(α) = [I − αP ]−1,

where P = D−1W is a row stochastic (Markov) matrix, D is the degree matrix
of G, and 0 < α < 1, which corresponds to the standard random walk on the
graph.

In general, KPPR(α) is not symmetric, so it is not positive semidefinite, nor
is it a proximity.

Moreover, the functions d(x, y) obtained from KPPR by transformation6

d(x, y) =
1

2
(κ(x, x) + κ(y, y)− κ(x, y)− κ(y, x)) (6)

need not generally be distances. Say, for

W =


0 2 0 0 0
2 0 1 0 0
0 1 0 1 0
0 0 1 0 2
0 0 0 2 0

 (7)

6 If K is symmetric, then (6) coincides with (2).



with KPPR(α), one has d(1, 3) + d(3, 4) < d(1, 4) whenever α > 0.9515.
KPPR has only positive eigenvalues. However, its symmetrized counterpart

1
2 (KPPR+(KPPR)T ) may have a negative eigenvalue (say, with α ≥ 0.984 for (5)
or with α ≥ 0.98 for (7)). Thus, it need not be positive semidefinite and, conse-
quently, by Theorem 1, D obtained from it by (1) (or from KPPR by (6)) is not
generally a matrix of squared Euclidean distances.

KPPR satisfies the normalization condition. For a small enough α, it can be
transformed (as well as Kcomm and Kdf) into a distance matrix using (6).

On the other hand, one can slightly modify Personalized PageRank so it
becomes a proximity. Rewrite KPPR as follows:

[I − αD−1W ]−1 = [D − αW ]−1D.

Then, consider

Modified Personalized PageRank

KmodifPPR(α) = [I − αD−1W ]−1D−1 = [D − αW ]−1, 0 < α < 1,

which becomes a non-normalized proximity by Corollary 6.2.5 in [29]. In partic-
ular, the triangle inequality becomes

KPPR
ii (α)

di
−
KPPR
ji (α)

di
− KPPR

ik (α)

dk
+
KPPR
jk (α)

dk
≥ 0,

which looks like an interesting inequality for Personalized PageRank. Due to
symmetry, KmodifPPR

ij = KmodifPPR
ji , and we obtain an independent proof of the

following identity for Personalized PageRank [2]:

KPPR
ij (α)

dj
=
KPPR
ji (α)

di
.

Note that replacing the Laplacian matrix L = D−W with D−αW is a kind
of alternative regularization of L. Being diagonally dominant,

D − αW = d̄I − (d̄I −D + αW ) (8)

(where d̄ is the maximum degree of the vertices of G) is a Stieltjes matrix.
Consequently, D−αW is positive definite and so is KmodifPPR(α) = [D−αW ]−1.
Thus, by Schoenberg’s theorem, KmodifPPR can be transformed by (1) into a
matrix of squared Euclidean distances.

We note that Personalized PageRank can be generalized by using non-homo-
geneous restart [4], which will lead to the discrete-time analog of the absorption
kernel. However, curiously enough, the discrete-time version has a smaller num-
ber of proximity-distance properties than the continuous-time version.



PageRank heat similarity measure PageRank heat similarity measure [16]
is defined as follows:

KheatPPR(t) = exp(−t(I − P )).

Basically, the properties of this measure are similar to those of the standard
Personalized PageRank. Say, for the example (7) withKheatPPR, one has d(1, 2)+
d(2, 3) < d(1, 3) whenever t > 1.45.

3.4 Logarithmic similarity measures and transitional properties

Given a strictly positive similarity measure s(x, y), the function κ(x, y) = ln s(x, y)
is the corresponding logarithmic similarity .

Using Theorem 2 it can be verified [8] that whenever S = (sij) = (s(i, j))
produces a strictly positive transitional measure on G (i.e., sij sjk ≤ sik sjj for
all vertices i, j, and k, while sij sjk = sik sjj if and only if every path from i to k
visits j), we haves that the logarithmic similarity κ(x, y) = ln s(x, y) produces a
cutpoint additive distance, viz., a distance that satisfies d(i, j) + d(j, k) = d(i, k)
iff every path from i to k visits j:

d(i, j) = 1
2 (κ(i, i) + κ(j, j)− κ(i, j)− κ(j, i)) = ln

√
s(i, i)s(j, j)

s(i, j)s(j, i)
. (9)

In the case of digraphs, five transitional measures were indicated in [8],
namely, connection reliability , path accessibility with a sufficiently small param-
eter, walk accessibility , and two versions of forest accessibility ; the undirected
counterparts of the two latter measures were studied in [10] and [9], respectively.

Proposition 1 Kabsorp, KPPR, and KmodifPPR produce transitional measures.

Proof. For Kabsorp(t) = [tA + L]−1, let h = maxi{ait + di − wii}, where
di is the degree of vertex i. Then Kabsorp(t) = [hI − (hI − tA −D + W )]−1 =
[I−W ′]−1h−1, where W ′ = h−1(hI−tA−D+W ) is nonnegative with row sums
less than 1. Hence, Kabsorp(t) is positively proportional to the matrix [I−W ′]−1
of walk weights of the graph with weighted adjacency matrix W ′.

Similarly, by (8), KmodifPPR(α) = [D − αW ]−1 = [I − W ′′]−1d̄−1, where
W ′′ = d̄−1(d̄I−D+αW ) is nonnegative with row sums less than 1. Consequently,
KmodifPPR(α) is proportional to the matrix of walk weights of the graph whose
weighted adjacency matrix is W ′′.

Finally, KPPR(α) is the matrix of walk weights of the digraph with weighted
adjacency matrix αP.

Since by [8, Theorem 6], any finite matrix of walk weights of a weighted
digraph produces a transitional measure, so do Kabsorp, KPPR, and KmodifPPR.
�

Thus, as by Proposition 1 and the results of [8], KKatz, KregL, Kabsorp, KPPR,
and KmodifPPR produce transitional measures, we have that the corresponding
logarithmic dissimilarities (9) are cutpoint additive distances.



Furthermore, if S = (sij) = (s(i, j)) produces a strictly positive transitional
measure on G, then, obviously, κ(x, y) = ln s(x, y) satisfies κ(y, x) + κ(x, z) −
κ(y, z) ≤ κ(x, x), which coincides7 with the triangle inequality for proximi-
ties whenever s(x, y) is symmetric. Therefore, as KKatz, KregL, Kabsorp, and
KmodifPPR are symmetric, we obtain that the corresponding logarithmic simi-
larities κ(x, y) = ln s(x, y) are proximities.

KPPR is not generally symmetric, however, it can be observed that K̃PPR

such that K̃PPR
ij =

√
KPPR
ij KPPR

ji is symmetric and produces the same logarith-

mic distance (9) as KPPR. Hence, the logarithmic similarity κ(x, y) = ln K̃PPR
xy

is a proximity.
At the same time, the above logarithmic similarities are not kernels, as the

corresponding matrices have negative eigenvalues.
This implies that being a proximity is not a stronger property than being a

kernel. By Corollary 1, the square root of the distance induced by a proximity
is also a distance. However, this square rooted distance need not generally be
Euclidean, thus, Theorem 1 is not sufficient to conclude that the initial proximity
is a kernel.

It can be verified that all logarithmic measures corresponding to the similarity
measures under study preserve the natural order of distances d(1, 2) < d(1, 3) <
d(1, 4) for the example (5).

4 Numerical comparison of similarity measures in the
context of unsupervised learning

Here we compare various kernels, proximities, and generally similarity measures
in the context of unsupervised learning method – spectral clustering (for back-
ground on spectral clustering see, e.g., [19, 42]). We test them on random undi-
rected graphs that are built according to the stochastic block model.

More precisely, each graph G = (V,E) has the following structure: it consists
of two clusters V = C1 ∪ C2 with the intracluster edge density pin and the
intercluster density pout, i.e.

pin = P{(i, j) ∈ E | i, j ∈ C1} = P{(i, j) ∈ E | i, j ∈ C2},
pout = P{(i, j) ∈ E | i ∈ C1, j ∈ C2}.

We introduce the following reference classification:

clstrue[i] = k if i ∈ Ck.

Given a similarity measure (matrix) K, which is computed using one of the
basic graph matrices (W , L or P ), we apply the spectral clustering algorithm
to separate the graph into m clusters, m = 2 in our case. The algorithm we
use is similar to the one proposed in [19]. Let us recap it here for completeness:

7 On various alternative versions of the triangle inequality, we refer to [17].



find normalized eigenvectors of K that correspond to its largest m eigenvalues
and put them into columns of matrix X; flip signs of column of X in a way
that elements with maximum absolute values in each column are positive; run
K-means algorithm on rows of X with m output clusters and place the result
into the array cls.

We will measure the difference between two clusterings with m clusters on a
set of n nodes by the following function:

E(cls1, cls2) = 1− 1

n
maxσ∈Sm

|{i ∈ {1, .., n}|σ(cls1[i]) = cls2[i]}|.

Here Sm is the group of all permutations on the set {1, 2, ..,m}. This function
corresponds to the minimum relative classification error that can be achieved by
renumbering the clusters. Its computation is equivalent to solving the assignment
problem of size m.

Since the transformation from W to KKatz, Kcomm, Kdf is monotonic for
eigenvalues and does not affect eigenvectors, these similarity measures all lead to
the same result by spectral clustering. The similarity measures Kheat and KregL

are in the same sense equivalent to −L = W −D. Kn−heat is equivalent to −L =
−D−1/2LD−1/2 and to D−1/2WD−1/2. KPPR and KheatPPR are equivalent to
P = D−1W .

Hence, it is meaningful to test the clustering procedure on W , −L, −L and
P . Looking ahead, we say that for the unbalanced case that we tested the typical
error for W and −L was about 0.4 that was much more than for other similarity
measures. Hence, we included results only on P , −L and also added the results
of spectral clustering algorithm from scikit-learn Python library, which is based
on left eigenvectors of P .

The logarithmic transformation, however, changes both eigenvalues and eigen-
vectors. Hence, it is interesting to test it for different similarity measures. Since
they all depend on some parameters, we minimize the error over the parameter
space for each graph and than average it over the set of graph realizations.

4.1 Balanced model

We tested the unsupervised learning algorithms on 100 graph realizations of 200
nodes stochastic block model with two clusters of 100 nodes each, intracluster
density pin = 0.1 and intercluster density pout = 0.02. Errors, minimized over the
parameter space and averaged over 100 graph realizations are shown in Figure 1.
The black thin bars correspond to the 95% confidence intervals. Spectral sklearn
corresponds to the spectral clustering algorithm from scikit-learn Python library.
Spectral P and Spectral NL correspond to the spectral clustering algorithm
with P = D−1W and I − L = D−1/2WD−1/2. The others correspond to the
spectral clustering algorithm with logarithmic transformations of corresponding
similarity measures. Black errorbars correspond to the 95% confidence interval.

We observe that all the tested methods provide roughly the same error that
is around 0.01%. This is the manifestation of the fact that in the balanced case
clustering is relatively easy.



Fig. 1. Averaged minimum error for the balanced model.

4.2 Unbalanced model

We also tested the algorithms on 1000 graphs of 200 nodes with two clusters of
50 and 150 nodes and the same edge densities pin = 0.1 and pout = 0.02. As
expected, clustering unbalanced classes is more challenging.

Here we observe significant difference between results obtained with different
similarity measures. Katz, communicability and normalized heat log measures
lead to best results in this case.

We note that some other aspects of the comparative behavior of several
kernels on graphs in clustering tasks have been studied in [26, 30, 40].
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