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Multichannel Identification and Nonnegative Equalization for Dereverberation and Noise Reduction based on Convolutional Transfer Function

Xiaofei Li, Sharon Gannot, Laurent Girin and Radu Horaud

Abstract—This paper addresses the problems of blind multichannel identification and equalization for joint speech dereverberation and noise reduction. The time-domain cross-relation method is hardly applicable for blind room impulse response identification due to the near-common zeros of the long impulse responses. We extend the cross-relation method to the short-time Fourier transform (STFT) domain, in which the time-domain impulse response is approximated by the convolutional transfer function (CTF) with much less coefficients. For the oversampled STFT, CTFs suffer from the common zeros caused by the non-flat frequency response of the STFT window. To overcome this, we propose to identify CTFs using the STFT framework with oversampled signals and critically sampled CTFs, which is a good trade-off between the frequency aliasing of the signals and the common zeros problem of CTFs. The identified complex-valued CTFs are not accurate enough for multichannel equalization due to the frequency aliasing of the CTFs. Hence, we only use the CTF magnitudes, which leads to a nonnegative multichannel equalization method based on a nonnegative convolution model with the STFT magnitude of the source signal and the CTF magnitude. Compared with the complex-valued convolution model, this nonnegative convolution model is shown to be more robust against the CTF perturbations. To recover the STFT magnitude of the source signal and to reduce the additive noise, the $\ell_2$-norm fitting error between the STFT magnitude of the microphone signals and the nonnegative convolution is constrained to be less than a noise power related tolerance. Meanwhile, the $\ell_1$-norm of the STFT magnitude of the source signal is minimized to impose the sparsity.

I. INTRODUCTION

This work addresses the problem of joint blind multichannel dereverberation and noise reduction. The goal is to remove the reverberation and noise from the microphone signals to improve the speech intelligibility for both human listening and machine recognition. The output of a dereverberation system can include some early reflections, since early reflections do not deteriorate the speech quality and speech intelligibility [1].

Multichannel dereverberation can be processed by different techniques. Spectral enhancement techniques remove the late reverberation by spectral subtraction. Many techniques have been proposed to estimate the power spectral density (PSD) of late reverberation, such as convolutive transfer function (CTF) based statistical model [2], maximum likelihood [3], [4], coherent-to-diffuse power ratio (CDR) [5], where [3], [4], [5] also take the additive noise into account. The weighted prediction error (WPE) method [6], [7], [8] first estimates the late reverberation by filtering the microphone signals with linear prediction filters, and then subtract it from the microphone signals. Noise suppression is further integrated in [9], [10], [11]. Probabilistic techniques use expectation-maximization (EM) algorithm to maximize the likelihood of a generative model of the noisy microphone signals, such as [12], [13] using relative early transfer function, and [14], [15] using CTF. Multichannel equalization techniques first blindly identify the channel filters [16], then apply the inverse filtering on the microphone signals [17], [18], [19], [20]. Note that the above four classes of methods are broadly summarized, and only a few references are named. Some of them have some common characteristics, for example, a probabilistic model is also used in some spectral enhancement techniques [3], [4] and in the WPE methods.

The focus of this paper is multichannel equalization technique. For a single-input multiple-output (SIMO) system, the blind channel identification can be carried out based on the second-order statistics, such as the subspace method [21] or the cross-relation method [16]. The cross-relation method identifies the channel filters by detecting the eigenvector corresponding to the unique zero eigenvalue of the covariance matrix of microphone signals. A noise subspace method proposed in [22] exploited the multiple eigenvectors corresponding to the zero eigenvalues of the over-modeled covariance matrix. These noise-subspace based methods, especially the cross-relation method, are vulnerable to additive noise and the filter length determination error. Hence they require a prior knowledge of the exact filter length. However, in acoustic dereverberation, the room impulse response (RIR) is a time sequence with variance exponentially decaying to zero. The filter length is hardly measureable, namely the truncation point is difficult to determine. For the case of small tails, [23] proposed a channel under-modeling method that only considers the significant part of the filters, and a rank detection method was proposed in [24] to determine the length of the significant part. However, these methods are applicable only when a noticeable gap exists between the significant part and the small tails, which is obviously not the case of
RIRs. Based on the least mean squares method, the frequency-domain adaptive cross-relation method was proposed in [25], and was applied to speech separation and dereverberation in [26]. One of the identifiability conditions of the second-order statistics-based methods is that the multiple channels are co-prime, namely they do not share any common zeros. It is shown in [27] that a large number of near-common zeros exists for long channel filters, which deteriorates the performance of channel identification. A forced spectral diversity algorithm [28], [29] was proposed to mitigate the near-common zeros problem. A $\ell_1$-norm sparse learning was exploited in [30], [31] by assuming that RIR is sparse, which is valid for the early reflections, whereas it is less valid for the late reverberation.

For multichannel equalization (or inverse filtering) using the known channel filters, ideally, the classical multiple-input/output inverse theorem (MINT) method [17] can perfectly recover the source signal. In MINT, the inverse filter is obtained by equalizing the channel filters, targeting an impulse response, and is applied to the microphone signals. However, MINT is sensitive to filter perturbations and to additive noise in the microphone signals. To improve the robustness of MINT to RIR perturbations, many techniques have been proposed, preserving not only the direct-path impulse response but also the early reflections, such as channel shortening [32], infinity- and $p$-norm optimization-based channel shortening/reshaping [33], partial MINT [34], and relaxed multichannel least squares [19]. The energy of the inverse filter was used in [18] as a regularization term to avoid the amplification of filter perturbations and microphone noise. For joint dereverberation and noise reduction, the output noise power was used in [20] as a regularization term. Without explicitly estimating the inverse filter, a wide-band Lasso method was proposed in [35] for both source separation and dereverberation. The source signals are estimated by minimizing a time-domain $\ell_2$-norm fitting cost between the microphone signals and the mixture model involving the unknown source signals. Importantly, the $\ell_1$-norm of the short-time Fourier transform (STFT) domain source signals is added to the mixture fitting cost as a regularization term to impose the sparsity of speech in the time-frequency domain. This regularization term was then adapted to MINT in [36]. In the presence of additive noise, the $\ell_2$-norm regularization is able to reduce the noise in the recovered source signals. However, the regularization factor is difficult to set even if the noise power is known. To overcome this, a more flexible scheme is proposed in [37] that relaxes the $\ell_2$-norm mixture fitting cost to the noise level.

The channel identification and equalization methods mentioned above are all performed in the time domain. In the present paper, we consider dereverberation in the STFT domain. To represent the time-domain convolution in the STFT domain, especially for the long filter case, cross-band filters were introduced in [38]. To simplify the analysis, the CTF approximation can be adopted, e.g., in [39], only using the band-to-band convolution and ignoring the cross-band filters. The convolution between the time-domain source signal and RIR is approximated by the convolution between the source signal STFT coefficients and the CTF. The advantages of the CTF over time-domain representation are i) CTFs are much shorter than RIRs, consequently are likely to have less near-common zeros, ii) the sparsity of speech spectra can be more easily exploited directly in the STFT domain. An EM algorithm based on the CTF convolution was proposed in [14], [15], [40] to iteratively estimate CTF and the source signal. In [41], [42], [43], a nonnegative approximation is assumed and demonstrated, namely the STFT magnitude of the source image is approximated by the convolution between the STFT magnitude of source signal and the CTF magnitude. Based on this nonnegative model, the tensor factorization in [41] and the iterative auxiliary functions in [42] were used for dereverberation, and the iterative multiplicative update was used in [43] for joint dereverberation and denoising. In parallel to the CTF model developments, it is well known that the STFT can be interpreted as a filter-bank decomposition [44]. Adaptive filtering in subbands has been widely studied [45], [46] and applied to acoustic echo cancellation, while the subband blind channel identification has been rarely studied. In [22], the noise subspace method was applied in subbands, however it was not applied to real scenarios. For multichannel equalization, several variants of subband MINT were proposed based on filter banks [47], [48], [49], [50]. In our previous work [51], a CTF-Lasso method was proposed for source separation following the spirit of the wide-band Lasso [35].

This paper proposes a blind CTF identification method, and a nonnegative CTF-based multichannel equalization method for joint dereverberation and noise reduction. In each frequency band, the cross-relation method [16] is extended for CTF identification. First, the influence of the STFT configuration is analyzed. The frequency response of the short-time STFT window, e.g., Hamming window, is wider than the bandwidth of one frequency band, which means overlap exists among adjacent frequency bands. In addition, the main lobe of the frequency response is not flat, and the frequency region close to the margin of the main lobe have a magnitude close to zero. The CTF model disregards the cross-band filters, thus suffers from an under-modeling error, which depends on the subband overlap among adjacent frequencies. For the oversampling case, namely the STFT frame step is smaller than the STFT frame length, zeros exist in the frequency response of the CTF due to the non-flat frequency response of STFT window. These zeros are common to all channels and thus problematic for the cross-relation method. This can be avoided by critical sampling, which however leads to a severe frequency aliasing. Second, to achieve a good trade-off, the following scheme is used. The signal STFT coefficients are oversampled to avoid the frequency aliasing, and the CTFs are forced to be critically sampled to avoid the common zeros problem. Third, instead of eigendecomposition, similar to [30], we estimate the CTFs by solving a least-square problem that the cross-relation cost is minimized and the summation of the first tap of CTFs is constrained to equal one. This method is robust to the noise interference and to the filter length determination error. Using the proposed method, the identified complex-valued CTFs are not accurate enough for multichannel equalization due to the frequency aliasing of
the CTFs. Therefore, only the CTF magnitudes, and consequently a nonnegative convolution model, are used, which is shown to be less sensitive to the CTF perturbations than the complex-valued convolution model. This leads to the following nonnegative multichannel equalization method. In the same spirit of [37], an optimization problem is adopted for joint dereverberation and noise reduction. The STFT magnitude of source signal is recovered by minimizing its $\ell_1$-norm to impose the sparsity of the speech spectra. To reduce the additive noise, the $\ell_2$-norm fitting cost between the STFT magnitude of microphone signals and the nonnegative convolution model involving the unknown STFT magnitude of source signal is constrained to be less than a tolerance with respect to the noise power. The primal-dual interior-point method (PDIPM) [52] is used to solve this optimization problem. Finally, the phase of one of the microphone signals is combined with the estimated STFT magnitude of source signal, and the time-domain signal is obtained by inverse STFT. Overall, the main contributions of this work are the followings: i) we analyze the influence of the STFT configuration on signal reconstruction, CTF approximation and the common zeros issue, ii) in the oversampled STFT framework, we propose to force the channel filters to be critically sampled to avoid the common zeros problem, and iii) in the spirit of [37], a nonnegative multichannel equalization is proposed based on the nonnegative CTF convolution.$^1$

The remainder of this paper is organized as follows. The blind channel identification in the STFT domain is presented in Section II. The nonnegative multichannel equalization method for dereverberation and noise reduction is presented in Section III. Experiments with binaural simulation data and with multichannel real recordings are presented in Section IV and V, respectively. Section VI concludes the work.

II. STFT-DOMAIN CHANNEL IDENTIFICATION

We consider a two channel system. In the time domain, the noise-free microphone signals $x(n)$ and $y(n)$ are

$$x(n) = s(n) \ast a(n), \quad y(n) = s(n) \ast b(n),$$

where $\ast$ denotes convolution, $s(n)$ is a non-stationary source signal, e.g., speech, and $a(n)$ and $b(n)$ are the RIRs.

A. Problem Formulation in the STFT Domain

The STFT representation of the signal $x(n)$ is denoted as $x_{p,k}$, where $p$ and $k$ denote the frame and frequency indices, respectively. The cross-band filter model consists in representing the STFT coefficient $x_{p,k}$ as a summation over multiple convolutions (between the STFT-domain source signal $s_{p,k}$ and filter $a_{p,k,k'}$) across frequency bins. Mathematically, (1) can be written in the STFT domain as

$$x_{p,k} = \sum_{k'=0}^{N-1} \sum_{p'=-C}^{Q-1} s_{p-p',k'} a_{p',k,k'},$$

where $N$ denotes the frame (window) length. Let $L$ denote the frame step. If $L < N$, then $a_{p',k,k'}$ is non-causal, with $C = \lceil N/L \rceil - 1$ non-causal coefficients, where $\lceil \cdot \rceil$ denotes ceiling operator. The number of causal filter coefficients $Q$ is related to the reverberation time. Let $\hat{w}(n)$ and $w(n)$ denote the STFT analysis window and synthesis window, respectively. The STFT-domain impulse response $a_{p',k,k'}$ is related to the time-domain impulse response $a(n)$ by:

$$a_{p',k,k'} = (a(n) \ast \zeta_{k,k'}(n))|_{n=p' \cdot L},$$

which represents the convolution with respect to the time index $n$ evaluated at frame steps, with

$$\zeta_{k,k'}(n) = e^{j \frac{2\pi}{L} k'n} \sum_{m=-\infty}^{+\infty} \hat{w}(m) w(n + m) e^{-j \frac{2\pi}{L} (m-k')}.$$

To simplify the analysis, we consider the CTF approximation, i.e., only band-to-band filter with $k = k'$ is considered

$$x_{p,k} \approx \sum_{p'=-C}^{Q-1} s_{p-p',k} a_{p',k,k} = s_{p,k} \ast a_{p,k}.$$

Similarly, we have $y_{p,k} \approx s_{p,k} \ast b_{p,k}$. To identify the filters $a_{p,k}$ and $b_{p,k}$, the cross-relation between the two channels

$$x_{p,k} \ast b_{p,k} = s_{p,k} \ast a_{p,k} \ast b_{p,k} = y_{p,k} \ast a_{p,k}$$

can be used. This relation was originally proposed for the time-domain filter identification and here is extended to the CTF domain. The conditions that this identification problem has an unique solution are given in [16], namely that i) the source signal $s_{p,k}$ should fully excite the filters, and that ii) the two filters $a_{p,k}$ and $b_{p,k}$ are co-prime, i.e. they do not share any common zeros. Otherwise, the common zeros are unidentifiable, since in the identified filters, a common zero can be replaced with any other zero without violating the cross-relation (5). In practice, the first condition can be satisfied by increasing the length of the speech signal and thus enriching the frequency content. The second condition is related to the STFT configuration. Prior to the detailed filter identification algorithm, below we analyze the influence of the STFT configuration on signal reconstruction, CTF approximation and the common zeros issue.

![Fig. 1: The frequency response of STFT windows.](image-url)
B. Analysis of STFT Configuration

Let \( \hat{W}(\omega) \) denote the frequency response of \( \hat{w}(n) \) obtained by applying the discrete-time Fourier transform with respect to \( n \), where \( \omega \) denotes the angular frequency. Fig. 1 shows the frequency response of three typical windows, i.e. rectangular, Hamming and flat-top windows, which have a main lobe width of about 2B, 4B and 10B, respectively, where \( B = 2\pi/N \) is the bandwidth of one STFT frequency bin. In addition, the ideal low-pass filter with bandwidth \( B \) is shown with a black rectangle. Without loss of generality, the synthesis window \( w(n) \) is assumed to be identical to the analysis window.

The filter-bank interpretation of STFT is that the time-domain signal is first modulated (frequency shifted) by \( e^{-j\frac{2\pi}{L}kn} \), then low-pass filtered with the analysis window \( \hat{w}(n) \), and downsampled by \( L \). The downsampling operation folds the frequency content with the period of \( 2\pi/L \). For the ideal filter, there is no frequency aliasing up to the critical downsampling. However, for the practical case, to have a low frequency aliasing, we should use a window with a high side-lobe attenuation, and choose a small \( L \) to make \( 2\pi/L \) not less than the width of main lobe. For example, the ideal, Hamming and flat-top windows have a high-side lobe attenuation, and \( L \) should not be larger than \( L_{\text{max}} = N, N/4 \) and \( N/10 \), respectively.

To illustrate the reliability of the CTF approximation, we analyze the significance of the cross-band filters for various windows. According to (3), we have the undecimated STFT-domain filter \( \hat{a}_{n,k,k'} \) by setting \( L = 1 \), which has the frequency response [38]:

\[
\hat{A}_{k,k'}(\omega) = A(\omega)\hat{W}(\omega, -\frac{2\pi}{N}k)\hat{W}(\omega, -\frac{2\pi}{N}k')
\]  

(6)

where \( A(\omega), \hat{W}(\omega) \) and \( W(\omega) \) are the frequency responses of \( a(n) \), \( \hat{w}(n) \) and \( w(n) \), respectively. The product of \( W(\omega, -\frac{2\pi}{N}k) \) and \( W(\omega, -\frac{2\pi}{N}k') \) indicates the power of the cross-band filters. For the ideal filter, the cross-band filters \( \hat{A}_{k,k'}(\omega) \) with \( k' \neq k \) are equal to zero, which means that the CTF is a perfect STFT-domain representation of the time-domain filter. However, for the three practical windows discussed above, it can be deduced from Fig. 1 that \( \hat{A}_{k,k'}(\omega) \) with \( k' \neq k \) are not zero. The CTF approximation error is the power of the cross-band filters with \( k' \neq k \) relative to the power of the band-to-band filter. Consider \( \omega = 0 \), it can be deduced from Fig. 1 that the rectangular window has the smallest approximation error among the three windows, since its overlap between \( \hat{W}(0) \) and \( W(\frac{2\pi}{N}k') \) is the smallest. In contrast, the flat-top window has the largest approximation error.

The frequency response of the band-to-band filter \( a_{p,k} \) with the decimation factor \( L \) is

\[
\hat{A}_{k,k}(\omega)_{1L} = \frac{1}{L} \sum_{l=0}^{L-1} \hat{A}_{k,k}(\frac{\omega}{L} - \frac{2\pi}{N}l),
\]

(7)

where \( \hat{A}_{k,k}(\omega) \) is defined in (6) with \( k' = k \). Without loss of generality, we consider the case that \( N/L \) is an integer, and the frequency band \( k \) is an integer multiple of \( N/L \). Then (7) is simplified as

\[
\hat{A}_{k,k}(\omega)_{1L} = \frac{1}{L} A(\omega) \hat{W}(\omega, -\frac{2\pi}{N}k) W(\omega, \frac{\omega}{L}).
\]

(8)

The filter \( \hat{W}(\frac{\omega}{L}) \) involves only the main lobe if \( L = L_{\text{max}} \), and involves some side lobes if \( L < L_{\text{max}} \). For the ideal filter, the main lobe is flat, namely \( \hat{W}(\frac{\omega}{L}) \) is flat when \( L = L_{\text{max}} = N \). For the three practical windows, the magnitudes of \( \hat{W}(\frac{\omega}{L}) \) and \( W(\frac{\omega}{L}) \) are close to zero in the side lobe, and in the marginal region of the main lobe. This close-to-zero-magnitude region is caused by the STFT window, and thence is also present in the frequency response of \( b_{p,k} \). These common zeros of the two channels are problematic for the cross-relation method (5). The flat-top window has the least common zeros among the three windows.

To summarize, extending the time-domain cross-relation method to the STFT domain is not a trivial task. It suffers from the problems of frequency aliasing, CTF approximation and common zeros. The windows (low-pass filters) and the frame step (decimation factor) are crucial for circumventing these problems. Briefly, the frequency aliasing can be suppressed by using a window with a high side-lobe attenuation, and a small frame step. A small CTF approximation error requires the window to have a narrow main lobe. To avoid the common zeros, the window should have a flat main lobe. Otherwise, a larger frame step (even critical sampling) is needed to have the nearly flat frequency response of the CTF. Unfortunately, all these requirements can only be satisfied by the ideal filter with critical sampling.

In this work, to achieve a good trade-off between these requirements, we use the following STFT configuration. The Hamming window with frame step \( L = N/4 \) is adopted for the STFT of the signals, which has negligible frequency aliasing. Hamming window has a moderate CTF approximation error among the three windows. In addition, to avoid the common zeros problem, we propose to force the STFT-domain filters \( a_{p,k} \) and \( b_{p,k} \) to be critically sampled, i.e. we set \( L_f = N \), where \( L_f \) denotes the frame step of the STFT-domain filters. The details will be presented in the next subsection. As for the window length, a large one leads to a small number of CTF taps which is beneficial to channel identification, but also brings a large number of early reflections to the recovered source signal as will be shown in the next subsection. Thence, a good trade-off should be made, e.g. 64 ms in this work.

C. Channel Identification

Since the channel identification algorithm is applied frequency-wise, hereafter the frequency index \( k \) is omitted unless necessary. In (4) and (5), the frame index \( p \) corresponds to the frame step \( L = N/4 \), with \( p \in [0, P - 1] \) for the signals \( s_p, x_p \) and \( y_p \), and \( p \in [-C, Q] \) for the filters \( a_p \) and \( b_p \). Denote the filters in vector form as \( a \) and \( b \). To avoid the common zeros problem, we further downsample the filters by a factor of 4. The downsampled filters \( a_{p,4} \) and \( b_{p,4} \) correspond to the critical sampling, thus have a larger
frequency aliasing than the original filters, and no longer have non-causal coefficients. The downsampled filters start with the tap 0, and have a length of \( Q = \lfloor Q/4 \rfloor \). Let us write them in vector form as \( \tilde{\mathbf{a}} = [a_0, a_4, \ldots, a_{4(Q-1)}/4]^{\top} \), \( \tilde{\mathbf{b}} = [b_0, b_4, \ldots, b_{4(Q-1)}]^{\top} \), where \(^{\top}\) is the transpose operator.

Define the convolution matrix \( \mathbf{X} \) from the signal \( x_p \) as

\[
\mathbf{X} = 
\begin{bmatrix}
0 & \cdots & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
x_{p} & x_{p-4} & \cdots & \cdots & x_{p-4(Q-1)} \\
x_{p-1} & x_{p-5} & \cdots & \cdots & x_{p-4(Q-1)}
\end{bmatrix}
\]

(9)

with the size of \( P \times Q \). The row number is the frame number of the oversampled signal, while the column number is the length of the critically sampled filter. Thence \( \mathbf{X} \tilde{\mathbf{b}} \) is the convolution between the oversampled signal and the critically sampled filter interpolated with zeros by a factor of 4. Alternatively, we can say that \( 3/4 \) of the original oversampled CTF coefficients are forced to be zero. The convolution matrix \( \mathbf{Y} \) is defined from \( y_p \) following the same principle. Then (5) can be rewritten as \( \mathbf{X} \tilde{\mathbf{b}} = \mathbf{Y} \hat{\mathbf{a}} \), or \( \mathbf{Z} \tilde{\mathbf{c}} = \mathbf{0} \), where \( \mathbf{Z} = [\mathbf{Y}, -\mathbf{X}] \), \( \tilde{\mathbf{c}} = [\tilde{\mathbf{a}}^{\top}, \tilde{\mathbf{b}}^{\top}]^{\top} \), and \( \mathbf{0} \) is a vector with all entries equal to 0. In [16], the filter vector \( \tilde{\mathbf{c}} \) is estimated by taking an eigenvector of \( \mathbf{Z} \) corresponding to a zero eigenvalue. This method is only reliable in the case of exactly known filter length. In addition, even if the filter length is known, the one-dimensional null space of \( \mathbf{Z} \) could be easily contaminated even by a mild noise interference.

Instead, we estimate the filter vector \( \hat{\mathbf{c}} \) by solving the following least-square problem:

\[
\min \| \mathbf{Z} \hat{\mathbf{c}} \|^2, \quad \text{s.t.} \quad \mathbf{g}^{\top} \hat{\mathbf{c}} = 1, \tag{10}
\]

where \( \| \cdot \| \) denotes \( \ell_2 \)-norm, and \( \mathbf{g} \) is a constant vector

\[
\mathbf{g} = [1, 0, \ldots, 0, 1, 0, \ldots, 0]^{\top}. \tag{11}
\]

Here we constrain the sum of the first entries of the two filters to 1, i.e. \( a_0 + b_0 = 1 \). Constraining the scale of the first entries will remove the delay ambiguity, namely the direct-path responses are enforced to start with the first entries. The minimization of the objective function tends to suppress the unconstrained entries. Therefore, constraining the scale of the first entries may promote a more reasonable estimation of \( \hat{\mathbf{c}} \), since the reverberation usually have a smaller magnitude than the direct-path and early reflections. A similar least-square problem was proposed in [30] for channel identification in the time domain. In [30], one sample of one of the two RIRs is constrained to 1. Unlike RIRs, the direct-path responses of the two CTFs are in the same tap, which allows us to constrain both of them. As shown in [53], [54], in the presence of noise interference, the estimates of CTFs obtained by respectively constraining one of the two channels are biased with different biases. Thence, a better performance is expected by constraining both channels at the same time. The solution to (10) is

\[
\hat{\mathbf{c}} = (\mathbf{Z}^{\top}\mathbf{Z})^{-1}\mathbf{g} = (\mathbf{Z}^{\top}\mathbf{Z})^{-1}\mathbf{g} \quad \text{denotes conjugate transpose. The estimates of } \hat{\mathbf{a}} \text{ and } \hat{\mathbf{b}} \text{ are respectively } \hat{\mathbf{c}}_{1:Q} \text{ and } \hat{\mathbf{c}}_{Q+1:2Q}.
\]

It is obvious that \( \hat{\mathbf{c}} \) and \( \hat{\mathbf{b}} \) are the estimates of a normalized version of \( \tilde{\mathbf{a}} \) and \( \tilde{\mathbf{b}} \). The normalization factor is \( a_0 + b_0 \), which however varies along the frequency bands, and leads to a gain ambiguity. To remove the gain ambiguity, we propose to further normalize the filters by the first entry of one of the filters, e.g. the first entry of \( \tilde{\mathbf{a}} \) (denoted by \( \hat{a}_0 \)). Formally, the normalized filters are computed as \( \hat{\mathbf{a}}/\hat{a}_0 \) and \( \hat{\mathbf{b}}/\hat{b}_0 \), which then are the estimates of \( \tilde{\mathbf{a}} \) and \( \tilde{\mathbf{b}} \) normalized by \( a_0 \). In the \( k \)-th frequency bin, the source signal corresponding to \( \hat{\mathbf{a}} \) and \( \hat{\mathbf{b}} \) is \( s_{p,k} \), thence the source signal corresponding to \( \hat{\mathbf{a}}/\hat{a}_0 \) and \( \hat{\mathbf{b}}/\hat{b}_0 \) is \( a_{0,k} s_{p,k} \). From (3), \( a_{0,k} \) can be represented as

\[
a_{0,k} = \sum_{n=0}^{N-1} a(n) \nu(n) e^{-j\frac{2\pi}{Q} kn}, \tag{13}
\]

where \( \nu(n) = \sum_{n=0}^{N-1} \tilde{w}(m)w(m-n) \) is a window function. Therefore, \( a_{0,k} \) can be interpreted as the Fourier transform of the impulse response \( a(n) \) windowed by \( \nu(n) \). Accordingly, the time-domain signal corresponding to \( a_{0,k} s_{p,k} \) will be the convolution between \( s(n) \) and \( a(n) \). The gain ambiguity is removed by consistently normalizing the filters with the early part of one channel.

This two-channel filter identification method can be extended to the multichannel case as follows. The filter vector \( \hat{\mathbf{c}} \) would stack the CTFs of all channels. As proposed in [16], [22], the signal matrix \( \mathbf{Z} \) can be organized by concatenating the signal matrices of each microphone pair. In the constraint vector \( \mathbf{g} \), the entries corresponding to the first entry of each channel are set to 1, and the others to 0.

III. NONNEGATIVE MULTICHANNEL EQUALIZATION

Let us still consider the two-channel case. The filters \( \hat{\mathbf{a}}/\hat{a}_0 \) and \( \hat{\mathbf{b}}/\hat{b}_0 \) are the estimates of critically sampled CTFs. We found that the complex-valued CTF estimates are not accurate enough and thus unreliable for multichannel equalization. Therefore, we only use the magnitude of CTFs to recover the STFT magnitude of source signal. To apply multichannel equalization on the oversampled microphone signals, we need to reconstruct the oversampled CTFs, which is simply done by inserting zeros between the filter coefficients. Let \( \hat{\mathbf{a}} = [\hat{a}_0, \hat{a}_1, \ldots, \hat{a}_{Q-1}] \) and \( \hat{\mathbf{b}} = [\hat{b}_0, \hat{b}_1, \ldots, \hat{b}_{Q-1}] \) denote the oversampled magnitude filters, where \( Q \) is the length. Note that a non-zero element appears every fourth tap, and the filter length \( Q \) is slightly different from the original \( Q \) due to the downsampling and upsampling operations.

Let us rewrite the microphone signals and the source signal in a vector form as \( \mathbf{x} = [x_0, \ldots, x_{P-1}]^{\top} \), \( \mathbf{y} = [y_0, \ldots, y_{P-1}]^{\top} \) and \( \mathbf{s} = [s_0, \ldots, s_{P-1}]^{\top} \), respectively. In
the previous section we assumed that the microphone signals
were noise free. In this section, we explicitly introduce additive
noise to the microphone signals as \( x = x_c + e_x \), where \( x_c \)
and \( e_x \) denote the noise-free signal and noise, respectively.
Similarly, define \( y = y_c + e_y \). The noise signals are
assumed to be uncorrelated to the noise-free signals, to obey an i.i.d.
complex Gaussian distribution, and to be spatially white. We
concatenate them as \( z_c = [x_c^T, y_c^T]^T \), \( e = [e_x^T, e_y^T]^T \) and \( z = [x^T, y^T]^T = z_c + e \). Note that the proposed channel
identification algorithm is now directly applied to the noisy
microphone signals.

From \( \bar{a} \), we construct the convolution matrix as
\[
\bar{A} = \begin{bmatrix}
a_0 & 0 & \cdots & 0 & 0 \\
a_{Q-1} & a_{Q-2} & \cdots & 0 & 0 \\
0 & 0 & \cdots & a_{Q-2} & a_0 \\
\end{bmatrix}
\]
with size of \( P \times P \). The matrix \( \bar{B} \) is defined from \( \bar{b} \) following
the same principle. Then we concatenate the two matrices
to yield \( \bar{C} = [\bar{A}^T, \bar{B}^T]^T \). In this section, instead of the
complex-valued CTF convolution and additive noise, we use the
nonnegative approximation, namely
\[
|z| \approx |z_c| + |e| \approx C|s| + |e|,
\]
where \( | \cdot | \) denotes the entry-wise absolute value of a matrix
or vector. Actually, based on the triangle inequality, we have
\( C|s| \geq |z_c| \) and \( |z_c| + |e| \geq |z| \), where \( \geq \) denotes entry-wise vector
inequality. This nonnegative approximation has been used in [43],
and its noise-free case, i.e. only nonnegative CTF convolution, has also been used in [41], [42], which was shown to be a reasonable approximation.

Let \( \bar{z} \) and \( \bar{s} \) denote \(|z|\) and \(|s|\), respectively. For the noise-
free case, the STFT magnitude of source signal can be recovered by solving the constrained least-square problem
\[
\hat{\bar{s}}_{ls} = \text{argmin} \| \bar{z} - \bar{C}\bar{s} \|^2,
\]
(15)
In theory, based on the triangle inequality, the solution of
(15) would be an underestimation of \( \bar{s} \). The underestimated
magnitude is smaller than the true one, thus it will possibly
suffer from some distortions, but it will not include more
reverberation than \( \bar{s} \). In addition, as mentioned in Section
II-C, the source signal corresponding to the normalized filters
involves some early reflections, which provides more tolerance
to the underestimation. Briefly stated, the lost information of
the direct-path signal due to the underestimation could possibly
be preserved in its early reflections, and vice versa.

For the noisy case, the sparsity of the speech spectra can
be exploited to suppress the noise by adding an \( \ell_1 \)-norm
minimization on the source signal to (15). For the magnitude
vector \( \bar{s} \), the \( \ell_1 \)-norm is actually the element-summation, i.e.
\( 1^\top \bar{s} \), where \( 1 \) is a vector with all entries equal to 1. In the
spirit of [37], we realize the \( \ell_1 \)-norm minimization by solving
the constrained optimization problem:
\[
\hat{\bar{s}}_{ls} = \text{argmin}_{\bar{s}} \| \bar{z} - \bar{C}\bar{s} \|^2 \quad \text{s.t.} \quad \bar{s} \succeq 0, \| \bar{z} - \bar{C}\bar{s} \|^2 \leq \delta.
\]
(16)
The \( \ell_2 \)-norm fitting cost \( \| \bar{z} - \bar{C}\bar{s} \|^2 \) is relaxed to at most \( \delta \).

The relaxing tolerance \( \delta \) is related to the noise power in
the microphone signals. The magnitude convolution \( \bar{C}\bar{s} \) should
target the magnitude of the noise-free microphone signal, i.e.
\( |z_c| \). Therefore, the \( \ell_2 \)-norm fitting cost should be relaxed to \( \| \bar{z} - |z_c| \|^2 \). Based on the approximation \( \bar{z} - |z_c| \approx |e| \), we can set the tolerance using the power of the complex-valued
noise, i.e. \( \| \bar{e} \|^2 \). However, note that \( \| \bar{e} \|^2 \) is actually an
overestimation of \( \| \bar{z} - |z_c| \|^2 \). Let \( \sigma_{ex}^2 \) and \( \sigma_{ey}^2 \) denote
the noise PSD in the two channels, which can be estimated from
the pure noise signal for stationary noise, or estimated by a
noise PSD estimator for non-stationary noise, e.g. [55]. Then
\( \| \bar{e} \|^2 \) follow an Erlang distribution with mean \( P\sigma_{ex}^2 (P\sigma_{ey}^2) \) and variance \( P\sigma_{ex}^4 (P\sigma_{ey}^4) \) for spatially
white noise, \( \| \bar{e} \|^2 \) has the mean \( P(\sigma_{ex}^2 + \sigma_{ey}^2) \) and variance
\( P(\sigma_{ex}^4 + \sigma_{ey}^4) \). The tolerance with respect to noise is set to
\[
\delta_e = P(\sigma_{ex}^2 + \sigma_{ey}^2) - 2\sqrt{P(\sigma_{ex}^4 + \sigma_{ey}^4)}. \quad (17)
\]
Subtracting two times the standard deviation makes the proba-
bility that the \( \ell_2 \)-norm fitting cost being larger than \( \| \bar{e} \|^2 \) very small. When the \( \ell_2 \)-norm fitting cost is allowed to be larger than \( \| \bar{e} \|^2 \), the minimization of \( 1^\top \bar{s} \) can distort the
source signal. As a result, some noise remains in the estimated
STFT magnitude of source signal. In addition, this mitigates
the inaccuracy of the assumption \( \bar{z} - |z_c| \approx |e| \).

Besides, the \( \ell_2 \)-norm fitting cost should also be relaxed to
take into account the filter estimation error and the fact that
the nonnegative convolution \( \bar{C}\bar{s} \) does not accurately fit \( \bar{z} \), by
definition. The inaccuracy is akin to the level of the noise-
free signal, i.e. \( \lambda_c = \| \bar{z}_c \|^2 \), which can be estimated by
spectral subtraction as \( \lambda_c = \max(\| \bar{z} \|^2 - P(\sigma_{ex}^2 + \sigma_{ey}^2), 0) \).
Empirically, the tolerance with respect to the noise-free signal
is set to \( \delta_c = 0.05\lambda_c \). The relaxing tolerance can be set to
\( \delta_e + \delta_c \). However, for this quantity, the \( \ell_2 \)-norm constraint
in (16) is not definitely feasible, since both \( \delta_c \) and \( \delta_e \) are set
to be relatively small to avoid the source signal distortion.
This often happens when the noise power is very low. The minimum
\( \ell_2 \)-norm fitting error is defined in (15), and is computed as
\( \| \bar{C}\hat{\bar{s}}_{ls} - \bar{z} \|^2 \). Overall, taking this error as the lower bound, the
relaxing tolerance is set as
\[
\delta = \max(\delta_e + \delta_c, 1.05 \| \bar{C}\hat{\bar{s}}_{ls} - \bar{z} \|^2), \quad (18)
\]
where 1.05 is a slack factor.

We need to solve (15) to determine \( \delta \), and solve (16) to
recover the STFT magnitude of the source signal. Both of
them are convex optimization problems with an inequality
constraint. We adopt the PDIPM method [52] to solve them.
The PDIMP algorithm is briefly presented in the Appendix.
The multichannel extension of this multichannel equalization
method is straightforward. The filter matrix \( \bar{C} \) and signal
vector \( \bar{z} \) are constructed by stacking all the channels.
At each frequency bin $k$, the vector $\hat{s}_t$, contains the sequence of estimated source signal magnitudes $\hat{s}_{p,k}$. The phase of one of the microphone signals is taken as the corresponding phase and we thus have $\hat{s}_{p,k} = \hat{s}_{p,k} e^{j \arg[\hat{s}_{p,k}]}$, where $\arg[\cdot]$ is the phase of complex number. The time-domain source signal $\hat{s}(n)$ is obtained by applying the inverse STFT to $\hat{s}_{p,k}$. Note that the proposed method outputs a single-channel dereverberated source signal. As mentioned in Section II-C, the time-domain signal $\hat{s}(n)$ is an estimation of $s(n) * a(n)|_{n=0}$, where $a(n)$ starts with the direct-path impulse response. The window size $N$ is generally significantly larger than the duration of the direct-path impulse response, thus $\hat{s}(n)$ also includes the early reflections, e.g. 64 ms in this work.

**IV. Experiments with Simulated Binaural Data**

In this section, we present a series of experiments with simulated (two-channel) binaural data. A set of binaural room impulse responses (BRIRs) were generated with the ROOMSIM simulator [56] combined with the head-related impulse responses (HRIRs) of the KEMAR dummy head [57]. For the KEMAR dummy head, the pre-measured HRIRs for a large set of discrete directions (for both azimuth and elevation) are available. To simulate the filtering of a reflection coming from a given direction, the pre-measured HRIR of discrete direction closest to the reflection direction is used as an approximation of the HRIR of the reflection direction. This procedure is automatically applied in the ROOMSIM simulator [56]. The simulated room is of dimension $5 \text{ m} \times 8 \text{ m} \times 3 \text{ m}$. The dummy head is located at (1 m, 4 m, 1.5 m). Sound sources are placed in front of the dummy head with azimuths (relative to the dummy head center) varying from $-90^\circ$ to $90^\circ$, spaced by $5^\circ$, and an elevation of $0^\circ$. The head-to-source distances were always 2 m. Two reverberation times, i.e. $T_{60} = 0.5$ s and $0.79$ s, are simulated by adjusting the absorption coefficients of the walls. Speech signals from the TIMIT dataset [58] are taken as the source signals, with a duration of about 4 s. To generate the noisy microphone signals, a spatially uncorrelated stationary speech-like noise is added with signal-to-noise ratio (SNR) of 0, 5, 10, 15, 20 dB, respectively. For each acoustic condition, 50 runs are performed with random directions and speech utterances.

The sampling rate is 16 kHz. As already mentioned, the STFT uses a Hamming window with $N = 1,024$ (64 ms) and $L = N/4 = 256$ (16 ms). The noise PSD is estimated from the pure noise signals for various SNRs. The CTF length $Q$ (or $Q$) is related to the reverberation time, and is the only prior knowledge that the proposed method requires. The setting of $Q$ influences the performance to a large extent. If $Q$ is too small, the CTFs cannot model the real RIRs, and will be inaccurately estimated. If $Q$ is too large, the CTFs will be identified with a long noisy tail. Hence, the CTF length should be set to cover the major part of the RIRs, and also to avoid a heavy tail. Based on some pilot experiments, the CTF length is set to approximately 0.5 times $T_{60}$, e.g. 256 ms for $T_{60} = 0.5$ s and 384 ms for $T_{60} = 0.79$ s, correspondingly, $Q$ ($Q$) is 16 and 24 (4 and 6). An example of CTF identification is shown in Fig. 2, which demonstrates that this is a reasonable choice.

Three STFT-based baseline methods are compared. i) In [43], a nonnegative representation similar to (14) is used. The magnitudes of CTF, source spectra and noise spectra are iteratively updated using the multiplicative update method. We refer to this method as nonnegative iterative method (NIM). A decaying structure is imposed on the CTF magnitude, not for each frequency separately, but for the summation of CTF squared magnitude over frequencies. This decaying structure can partially overcome the local optima problem. The software provided by the authors of [43] is used. The same STFT configuration and CTF length are used as the proposed method, which performs the best in our experiments. This method is a single-channel method, thus we will only illustrate an example of this method, in terms of both CTF identification and source spectra estimation. In addition, we also test the dereverberated signals obtained using the multichannel CTF magnitude estimates of NIM and the proposed nonnegative multichannel equalization method. We refer to this method as NIM-NME (nonnegative multichannel equalization). The CTF magnitude is individually estimated for each channel, whence the multichannel estimates have an uncertain scale misalignment. To remove this misalignment, we adjust the scale of the multichannel estimates according to the scale of the theoretical CTF computed by (3) based on the true time-domain filter. The comparison between NIM-NME and the proposed method is relatively fair when the number of channels is not large, e.g. the two-channel case will be considered in the following experiments. For quantitative comparison, the CTF estimates are downsampled as is done in this work to also involve the 64 ms early reflections in the dereverberated signal. ii) The WPE method [7], [11]. In our experiments, a spectral subtraction method is applied to the single-channel WPE output for denoising, in the spirit of [11]. For spectral subtraction, the noise PSD is estimated using the single channel noise estimator [55], and an advanced speech estimator, i.e. optimally-modified log-spectral amplitude [59], is used. The software provided by the authors of [7] is used for WPE. The STFT configuration is set as the default values in the software, namely using a Hanning window with the length of 512 and shift size of 128. Under the conditions with $T_{60} = 0.5$ s and $0.79$ s, the number of filter coefficients is set to 50 and 80, respectively, which correspond to about $0.8T_{60}$. The prediction delay is set to 8 to involve the 64 ms early reflections in the dereverberated signal. The first channel is taken as the target channel. iii) The CDR method [5]. The software provided by the authors of [5] and the Proposed estimator therein is used. The true direction of arrival (DOA) is adopted. The microphone distance is set to 18 cm according to the size of KEMAR head. For all the three methods, other parameters not mentioned are kept at their default values.

Three metrics are used to quantitatively evaluate the dereverberation performance, i) a non-intrusive metric, normalized speech-to-reverberation modulation energy ratio (SRMR) [60], and two intrusive metrics ii) perceptual evaluation of speech quality (PESQ) [61] and iii) log-spectral distance (LSD)
[13] with the desired dynamic range of 50 dB. Some early reflections are preserved in all the four methods, specifically 64 ms in WPE, NIM-NME and the proposed method, while an unknown amount in CDR. The reference signal used to measure PESQ and LSD is set as the early (64 ms) reverberated signal, which is generated by convolving the source signal with the first 64 ms (starting from the direct-path) of the first-channel RIR. The CDR method in [5] uses a 50 ms early reverberated signal as the reference, however the use of 64 ms in our experiments does not lead to a significant difference. The dereverberated signal of various methods is an estimation of the reference signal up to a time shift and/or a gain factor. Therefore, as is for PESQ, the signals are aligned and amplitude normalized prior to the computation of LSD. For SRMR and PESQ, the higher the better, and for LSD, the lower the better. Note that the average scores over the 50 runs are reported.

A. An Example of CTF Identification

Fig. 2 (a) depicts an example of CTF identification obtained with the proposed method. The theoretical CTFs computed by (3) with $k = k'$ is taken as a baseline. For comparison, the estimate of the oversampled CTF is also shown, which is computed by constructing the convolution matrix $X$ without downsampling the microphone signals. The magnitude of downsampled CTFs globally follow the curve of the theoretical CTFs, which indicates the accuracy of CTF identifications. By contrast, the magnitude of the CTFs estimated without downsampling deviates from the theoretical CTFs. The downsampled CTF magnitudes estimated from the noise-free and noisy microphone signals have only a small difference, which indicates that the CTF identification is not significantly degraded by the spatially white microphone noise. Fig. 2 (b) depicts the CTF magnitudes obtained with NIM. Note that the method is separately applied to the two channels. We can see that the CTF magnitudes estimated from the noise-free and noisy microphone signals are very similar, which indicates the accuracy of the nonnegative model and the efficiency of the multiplicative update method. The CTF magnitudes are well estimated for the high magnitude frames, while are underestimated for the low magnitude frames. In addition, the reverberation frames are underestimated relative to the direct-path frame. These are possibly due to the local optima problem.

B. Spectrogram Examples

Fig. 3 depicts the spectrogram examples of the proposed method for both noise-free and noisy signal. As mentioned in the methodology part, the identified CTFs suffer from some errors i) the CTF approximation error, namely the loss of cross-band information, ii) the frequency aliasing of CTF caused by the critical sampling, iii) the magnitude approximation error, namely the loss of phase information. To evaluate the influence of these errors, we also show the dereverberated signals obtained using i) the theoretical CTF computed by (3) based on the true time-domain filter, with the frame step $L = N/4$. The multichannel equalization is carried out by minimizing the regularized $\ell_2$-norm cost function $\| z - Cs \| + \lambda |s|_1$, where $| \cdot |_1$ denotes $\ell_1$-norm. Note that all terms are complex-valued. This optimization method was proposed in [51] for multiple sources, and is able to handle the single-source case, ii) the magnitude of the theoretical CTF and the proposed nonnegative multichannel equalization method. In addition, to demonstrate the use of critically sampled CTF, we also present the dereverberated signals obtained using iii) the identified oversampled CTF and the optimization method in [51], iv) the magnitude of identified oversampled CTF and the proposed nonnegative multichannel equalization. Fig. 3 also depicts the spectrogram examples for these four cases for the noise-free signal. Fig. 3 (a), (b) and (c) respectively illustrate the early reverberated signal, noise-free and noisy microphone signal. The smearing effect of reverberation is clearly seen in the microphone signal.

The theoretical CTF do not have the gain ambiguity across frequencies, thus the frequency-wise dereverberated signals are consistent with the source signal. It can be observed from Fig. 3 (d) that the dereverberated signal does not include early reflections, which can also be verified by listening to it. However, we can perceive a small delayed replica of the original source signal, which is not obvious in the spectrogram, and is possibly caused by the loss of cross-band
Fig. 3: Spectrogram examples. $T_{60} = 0.79$ s. (a), (b) and (c) are respectively the early reverberated signal, noise-free and noisy microphone signal. (d)∼(h) are the outputs for the noise-free signal obtained by using (d) theoretical oversampled CTF, (e) theoretical oversampled CTF magnitude, (f) identified oversampled CTF, (g) identified oversampled CTF magnitude and (h) the proposed identified critically sampled CTF magnitude. (i) is the output obtained using the proposed identified critically sampled CTF magnitude for the noisy signal.

information. In Fig. 3 (e), it can be seen that the source signal is also recovered by using the magnitude of theoretical CTF. Compared with Fig. 3 (d), some spectral distortions exist, especially in the low power regions, due to the underestimation of $s$, but reverberation is clearly removed. This confirms that the underestimated signal only suffers from distortions, but not from more reverberation. A small replica still exists, and is perceptually less natural than the signal in Fig. 3 (d). In Fig. 3 (f), the identified oversampled CTF does not efficiently dereverberate the microphone signal. When using its magnitude (Fig. 3 (g)), the main structure of the source signal is recovered. However, there are some distortions, specifically, many spectral regions before a strong harmonic are wrongly enhanced, for example the region around 0.5 s at 4 kHz. This is due to the identification inaccuracy of the oversampled CTF (magnitude) as shown in Fig. 2 (a).

From Fig. 3 (h), it can be seen that the identified critically sampled CTF achieves a good estimation of the early reverberated signal. There also exist some spectral distortions, especially in the low power regions. Compared to Fig. 3 (d) and (e), the noise/distortions sounds weaker, since the early reflections enhance the desired signal. This confirms that the early reflections provide more tolerance to the underestimation of $s$. However, the distortions sound unnatural, like musical noise. Fig. 3 (i) illustrates the dereverberated signal for the noisy microphone signal. As mentioned in Section III, an approximated noise magnitude model, i.e. $|e| \approx |z| - |z_c|$, is used, which leads to an overestimation of noise power and thus a sparser source signal estimate. However, we can observe from Fig. 3 (i) that the source signal is not overly sparsed, which indicates that this problem is not severe. Some residual noise is present in Fig. 3 (i), which masks the low power speech spectra. Informal listening tests show that the small replica and musical noise that were present in the noise-free case are not clearly audible for this noisy case, since it is overshadowed by the residual noise.

Fig. 4 depicts the spectrogram examples for the comparison methods. For the noise-free case, NIM (Fig. 4 (a)) enhances the direct-path and some early reflections. However, some reverberation remains due to the underestimation of the CTF magnitude of the reverberation frames. By combining with the proposed nonnegative multichannel equalization method, NIM-NME (Fig. 4 (b)) has less speech distortion than NIM, especially in the high frequency region. Compared with the proposed method, more reverberation remains by NIM-NME. This confirms that the proposed method achieves a better CTF magnitude estimation than NIM. WPE (Fig. 4 (c)) achieves a very good estimate of the early reverberated signal in terms of high reverberation suppression and low desired signal distortion. CDR (Fig. 4 (d)) preserves the desired direct-
Fig. 4: Spectrogram examples of the comparison methods. Please see Fig. 3 for the microphone signals. (a), (b), (c) and (d) are the outputs for noise-free signal of (a) NIM (the output of first channel), (b) NIM-NME, (c) WPE and (d) CDR, respectively. (e), (f), (g) and (h): the same for the noisy signal.

Fig. 5: Dereverberation performance as a function of input SNR. ‘unproc.’ denotes the score of the unprocessed microphone signal. (a), (b) and (c) are for $T_{60} = 0.5$ s, (d), (e) and (f) are for $T_{60} = 0.79$ s.

C. Quantitative Dereverberation Performance

Fig. 5 shows the quantitative results of the proposed method, namely using the identified critically sampled CTF magnitude and nonnegative multichannel equalization method, and three comparison methods, i.e. NIM-NME, WPE and CDR. For all the four methods, it is not surprising that all the performance measures for the case of $T_{60} = 0.79$ s are worse than the measures for the case of $T_{60} = 0.5$ s. In terms of SRMR, which mainly measures the amount of reverberation and noise, the proposed method and WPE achieve a comparable score for the high SNR cases (larger than 15 dB). The score of WPE decreases faster than the proposed method with the decrease
of SNR. The SRMR scores of NIM-NME are considerably lower than the scores of the proposed method for all the SNR conditions, which is consistent with spectrogram examples shown in Fig. 4 that more reverberation remains by NIM-NME. The high SRMR score indicates that the proposed method can efficiently suppress reverberation and noise. PESQ and LSD measure the difference between the enhanced signal and the reference signal. In terms of PESQ and LSD, compared with WPE, the proposed method performs worse for the high SNR cases (approximately larger than 10 dB), whereas it performs better for the low SNR cases. Compared with NIM-NME, the PESQ and LSD scores of the proposed method are larger for the high SNR cases, while are comparable for the low SNR cases. The proposed method underestimates some speech spectra due to the nonnegative approximation, which makes a relatively large difference between the enhanced signal and the reference signal. The underestimation of a high power spectra is not often audible, whereas the distortion of a low power spectra can sound like noise. With the decrease of SNR, WPE also has a larger spectral distortion due to the inaccuracy of linear prediction and spectral subtraction. The CTF magnitude estimation of NIM is robust against noise, but is less accurate than the proposed method. We remind that NIM is a single channel method, namely without using the spatial information. The CDR method achieves the lowest scores. Overall, the performance of all the four methods degrade with the decrease of SNR, due to a larger estimation error of the filters/parameters and more residual noise. The proposed method, NIM-NME and CDR have a similar performance degradation rate, while WPE has the largest one.

V. EXPERIMENTS WITH MULTICHANNEL DATA

To evaluate the proposed method with multiple microphones, and with real impulse responses or real recordings, we conducted two sets of experiments with different datasets.

The multichannel impulse response dataset [62] was measured using a 8-channel linear microphone array in the speech and acoustic lab of Bar Ilan University. The reverberation time is controlled by 60 panels covering the room facets. The configuration of the impulse response dataset used in this experiment is i) the reverberation time $T_{60}$ is 0.61 s, ii) the microphone-to-source distance is 2 m, iii) the source direction is in $[-90^\circ, 90^\circ]$, iv) the number of microphone is 2 or 4 (the central two or four microphones). Again, TIMIT signals and spatially white stationary speech-like noise are taken as the source signal and additive noise, respectively. Two input SNRs, i.e. 20 and 5 dB, are tested. The parameters are set as for experiments with the binaural dataset in Section IV, except that, according to the reverberation time of 0.61 s, the CTF length is set to 320 ms (20 taps) for the proposed method and NIM-NME, and the filter length for WPE is set to 60 and 20 for the 2-channel and 4-channel cases, respectively. CDR is only applicable for the 2-channel case, and the corresponding microphone spacing, i.e. 8 cm, is used.

Table I: The results for the multichannel impulse response dataset.

<table>
<thead>
<tr>
<th>Noise</th>
<th>unproc.</th>
<th>2-ch</th>
<th>2-ch</th>
<th>4-ch</th>
<th>4-ch</th>
<th>2-ch</th>
<th>4-ch</th>
</tr>
</thead>
<tbody>
<tr>
<td>SRMR</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 dB</td>
<td>2.54</td>
<td>3.80</td>
<td>3.37</td>
<td>3.40</td>
<td>3.42</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 dB</td>
<td>1.96</td>
<td>3.07</td>
<td>2.68</td>
<td>2.93</td>
<td>3.06</td>
<td></td>
<td></td>
</tr>
<tr>
<td>PESQ</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 dB</td>
<td>2.37</td>
<td>2.71</td>
<td>2.48</td>
<td>3.13</td>
<td>3.31</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 dB</td>
<td>1.60</td>
<td>2.08</td>
<td>1.78</td>
<td>1.92</td>
<td>2.00</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LSD</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>20 dB</td>
<td>3.84</td>
<td>2.89</td>
<td>3.54</td>
<td>3.17</td>
<td>1.55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>5 dB</td>
<td>7.16</td>
<td>3.33</td>
<td>4.43</td>
<td>3.23</td>
<td>3.15</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table II: The SRMR scores for the REVERB challenge dataset.

<table>
<thead>
<tr>
<th>Dis.</th>
<th>unproc.</th>
<th>WPE</th>
<th>Proposed</th>
</tr>
</thead>
<tbody>
<tr>
<td>near</td>
<td>2.07</td>
<td>3.20</td>
<td>2.20</td>
</tr>
<tr>
<td>far</td>
<td>1.90</td>
<td>2.81</td>
<td>2.97</td>
</tr>
</tbody>
</table>

The results are shown in Table I. For the 2-channel case, it can be seen that the performance measures of all the four methods are almost consistent with the results obtained on the binaural data. As expected, the proposed method and WPE achieve better scores with 4 channels than with 2 channels. For the proposed channel identification method, the identification of each channel is carried out by using the cross-relations with all the other channels, hence a more robust identification can be achieved by increasing the number of channels. For the proposed multichannel equalization method, a larger number of channels will give a larger data size for the $\ell_2$-norm fitting problem in (15) and (16), which leads to a smaller error covariance of the least square estimation. In addition, informal listening tests show that the musical noise presented in the 2-channel case is noticeably suppressed in the 4-channel case.

The REVERB challenge RealData [63] was recorded in a room with $T_{60}$ of 0.7 s. It contains 2 types of microphone-to-speaker distances, namely near (1 m) and far (2.5 m), which respectively have 90 and 89 recordings with different directions. We use the 2-channel and 8-channel RealData for development (dev). According to $T_{60}$, the CTF length is also set to 320 ms (20 taps) for the proposed method, and the filter length for WPE is set to 70 and 10 for the 2-channel and 8-channel cases, respectively. Since the pure noise signal is not available for this dataset, the noise PSD is estimated using the single channel noise estimator [55]. For NIM-NME, to align the CTF magnitude individually estimated for each channel, the prior knowledge of the spatial relation between multiple channels, e.g. the theoretical CTFs used in the previous experiments, is required, which is not available for this dataset, thus NIM-NME is not tested. CDR needs the prior knowledge of either the DOA or the noise coherence, or both, which are not available for this dataset, thus CDR is also not tested. Only the SRMR score is given due to the lack of reference signal. The results are shown in Table II. The SRMR scores of the near case are higher, since the near case has a larger direct-to-reverberation ratio than the far case, in other words, the desired direct-path signal (and early reflections) is less contaminated by the late reverberation.

Audio examples for all experiments presented in this paper are available in our website.2

---

2https://team.inria.fr/perception/research/ctf-dereverberation
TABLE III: The specifications of the optimization problems (15) and (16), where \( I \in \mathbb{R}^{P \times P} \) denotes the identity matrix, \( 0_{P \times P} \in \mathbb{R}^{P \times P} \) denotes the matrix with all entries equal to 0.

<table>
<thead>
<tr>
<th>( f_0(s) )</th>
<th>( f_i(s) )</th>
<th>( \lambda )</th>
<th>( \nabla f_0(s) )</th>
<th>( \nabla^2 f_0(s) )</th>
<th>( Df(s) )</th>
<th>( \nabla^2 f_i(s) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>(15) ( | Cs - z |_2^2 )</td>
<td>( -\delta_i, i \in [1, P] )</td>
<td>( \lambda_i, i \in [1, P] )</td>
<td>( \lambda_i, i \in [1, P] )</td>
<td>( \lambda_{i+1} )</td>
<td>( C' (Cs - z) )</td>
<td>( 0_{P \times P}, \lambda )</td>
</tr>
<tr>
<td>(16) ( 1^T s )</td>
<td>( -\delta_i, i \in [1, P] )</td>
<td>( \lambda_i, i \in [1, P] )</td>
<td>( 1 )</td>
<td>( 0_{P \times P} )</td>
<td>( -I, C' (Cs - z) )</td>
<td>( 0_{P \times P}, i \in [1, P] )</td>
</tr>
</tbody>
</table>

VI. CONCLUSIONS

In this paper, a blind multichannel speech dereverberation and noise reduction method has been proposed. The cross-correlation method was extended to the STFT domain to circumvent the problem of near-common zeros for long channel filters. The common zeros caused by the oversampling of STFT is solved by forcing the channel filters to be critically sampled. A constrained least-square problem was used to estimate the CTFs, which is robust to the noise interference and the filter length determination error. The CTF-based multichannel equalization is then proposed in the magnitude domain. The sparsity of the source signal is exploited. An equalization approach, and thus a practical blind dereverberation and noise reduction method in the family of multichannel equalization approach, and thus a practical blind dereverberation and noise reduction method in the family of multichannel equalization (nonnegative) equalization technique.

Overall, this paper proposes a multichannel CTF (magnitude) identification approach and a nonnegative multichannel equalization approach, and thus a practical blind dereverberation and noise reduction method in the family of multichannel (nonnegative) equalization technique.

APPENDIX

PRIMAL-DUAL INTERIOR-POINT METHOD

The book [52] provides a general optimization algorithm for a convex objective function \( f_0(x) \) with a set of inequality constraints of the form \( f_i(x) \leq 0, i \in [1, m] \) and an affine equality constraint. Here \( x \) denotes the optimization variable and \( m \) is the number of inequality constraints. Note that there is no affine equality constraint in the presented problems. Define the vector \( f(x) = [f_1(x), \ldots, f_m(x)]^\top \) including all the inequality functions, and its derivative matrix \( Df(x) = [\nabla f_1(x), \ldots, \nabla f_m(x)]^\top \), where \( \nabla \) denotes gradient operator. Let \( \lambda_i \) denote the dual variable corresponding to the inequality constraint \( f_i(x) \leq 0 \). The dual variable vector is \( \lambda = [\lambda_1, \ldots, \lambda_m] \). In PDIPM, the inequality constraint is approximately formulated as an equality constraint by the logarithmic barrier function. The parameter \( t \) sets the accuracy of the logarithmic barrier approximation, the larger \( t \), the better the approximation. The PDIPM is summarized in Algorithm 1, with variable update in Step 3 given by:

\[
\begin{align*}
\Delta x &= - \left[ \nabla^2 f_0(x) + \sum_i \lambda_i \nabla^2 f_i(x) \right]^{-1} \left[ -\text{diag}(\lambda) Df(x) \right], \\
\Delta \lambda &= \left[ \nabla f_0(x) + Df(x)^\top \lambda - \text{diag}(f(x)) \right]^{-1} \left[ -\text{diag}(\lambda) f(x) - (1/t)1 \right].
\end{align*}
\]

In Algorithm 1, the so-called surrogate duality gap \( \bar{g}^{(n)} \) is decreasing with the iterations, hence the parameter \( t \) is increased by the factor \( \mu \) (a positive value of the order of 10). The goal of the line search (Step 2) is to find the largest step-length \( \zeta^{(n)} \). The convergence criterion is set to guarantee a high optimization and the feasibility of the variables. We refer to [52] for more details. To apply the PDIPM to the problems (15) and (16), the general quantities in Algorithm 1 should be accordingly specified. Table III gives the specifications for both (15) and (16). For solving (15), a good initialization is to set \( s(0) = |x| \) and \( \lambda(0) \) is set to an arbitrary positive vector \( 10^{-1} \cdot 1 \) in this paper). For solving (16), a good initialization is to set \( s(0) \) and \( \lambda(0) \) as the solution of (15).

Algorithm 1 Primal-dual interior-point method

Iteration step \( n = 0 \).

repeat

1. Compute \( \bar{s}^{(n)} = -f(x)^\top \lambda \). Set \( \delta^{(n)} := \mu \bar{s}^{(n)} \).
2. Line search the step-length \( \zeta^{(n)} \).
3. Update variables \( x^{(n+1)} = x^{(n)} + \zeta^{(n)} \Delta x^{(n)} \), and \( \lambda^{(n+1)} = \lambda^{(n)} + \zeta^{(n)} \Delta \lambda^{(n)} \).

until Convergence.
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