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Abstract
We study the problem of enumerating the satisfying valuations of a circuit while bounding the
delay, i.e., the time needed to compute each successive valuation. We focus on the class of
structured d-DNNF circuits originally introduced in knowledge compilation, a sub-area of artificial
intelligence. We propose an algorithm for these circuits that enumerates valuations with linear
preprocessing and delay linear in the Hamming weight of each valuation. Moreover, valuations
of constant Hamming weight can be enumerated with linear preprocessing and constant delay.

Our results yield a framework for efficient enumeration that applies to all problems whose
solutions can be compiled to structured d-DNNFs. In particular, we use it to recapture classical
results in database theory, for factorized database representations and for MSO evaluation. This
gives an independent proof of constant-delay enumeration for MSO formulae with first-order free
variables on bounded-treewidth structures.
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1 Introduction

When a computational problem has many solutions, computing all of them at once can take
too much time. Enumeration algorithms are an answer to this challenge, and have been
studied in many contexts (see overview in [36]). They generally consist of two phases. First,
in a preprocessing phase, the input is read and indexed. Second, in an enumeration phase
that uses the preprocessing result, the solutions are computed one after the other. The goal
is to limit the amount of time between each pair of successive solutions, which is called delay.

We focus on a well-studied class of efficient enumeration algorithms with very strict
requirements: the preprocessing must be linear in the input size, and the delay between
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Figure 1 Overview of the proof of Theorem 2.1.

successive solutions must be constant. Such algorithms have been studied in particular for
database applications, to enumerate query answers (see [19, 6, 20, 7, 8, 25, 24] and the recent
survey [33]), or to enumerate the tuples of factorized database representations [29].

One shortcoming of these existing enumeration algorithms is that they are typically
shown by building a custom index structure tailored to the problem, and designing ad hoc
preprocessing and enumeration algorithms. This makes it hard to generalize them to
other problems, or to implement them efficiently. In our opinion, it would be far better if
enumeration for multiple problems could be done via one generic representation of the results
to enumerate, reusing general algorithms for the preprocessing and enumeration phases.

This paper accordingly proposes a new framework for constant-delay enumeration algo-
rithms, inspired by the field of knowledge compilation in artificial intelligence. Knowledge
compilation studies how the solutions to computational problems can be compiled to generic
representations, in particular classes of Boolean circuits, on which reasoning tasks can then
be solved using general-purpose algorithms. In this paper, we show how this knowledge
compilation approach can be implemented for constant-delay enumeration, by compiling to a
prominent class of circuits from knowledge compilation called deterministic decomposable
negation normal form (in short, d-DNNF) [17]. These circuits generalize several forms of
branching programs such as OBDDs [18] and were recently shown to be more expressive
than Boolean circuits of bounded treewidth [13]. Further, there are many efficient algorithms
to compute d-DNNF representations of small width CNF formulae for a wide range of
width notions [12], and even software implementations to compute such representations for
given Boolean functions [30, 14]. d-DNNFs are also intimately related to state-of-the-art
propositional model counters based on exhaustive DPLL [21], to syntactically multi-linear
arithmetic circuits [32], and to probabilistic query evaluation in database theory [22].

Our main technical contribution is an efficient algorithm to enumerate the satisfying
valuations of a d-DNNF under a standard structuredness assumption, namely, assuming that
a so-called v-tree is given [31]: this assumption holds in all works cited above. Our first main
result (Theorem 2.1) shows that we can enumerate the satisfying valuations of such a circuit
with linear preprocessing and delay linear in the Hamming weight of each valuation. Further,
our second main result (Theorem 2.2) shows that, if we impose a constant bound on the
Hamming weight, we can enumerate the valuations with constant delay. In these results we
express valuations succinctly as the set of the variables that they set to true.

To show our results, we consider d-DNNFs under a semantics with implicit negation:
variables that are not tested must be set to zero. We call this semantics zero-suppressed, like
zero-suppressed OBDDs [37]. Our preprocessing rewrites such d-DNNFs to a normal form
(Section 4) and pre-computes a multitree reachability index on them (Section 5), allowing
us to enumerate efficiently the traces of the circuit and the desired valuations (Section 6).
To enumerate for d-DNNFs in standard semantics, we show how to rewrite them to zero-
suppressed semantics, using the structuredness assumption and a new notion of range gates
to make the process efficient (Section 3). The overall proof (see Figure 1) is very modular.

Our second contribution is to illustrate how our circuit-based framework and enumeration
results can be useful in database theory. As a proof of concept, we present two known results
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that we can extend, or recapture with an independent proof. First, we re-prove with our
framework that the answers to MSO queries on trees and bounded-treewidth structures can
be enumerated with linear preprocessing and delay linear in each assignment, i.e., constant-
delay if the free variables are first-order. This was previously shown by Bagan [6] with a
custom construction, by Kazana and Segoufin [25] using a powerful result of Colcombet [15],
and by Courcelle [16] in a more general setting (but with O(n logn) preprocessing) using
AND/OR-DAGs (that share some similarities with DNNFs). Our proof follows our proposed
approach: we compute a circuit representation of the output following the provenance
constructions in [4], and simply apply our enumeration result to this circuit. Second, we show
how d-DNNFs generalize the deterministic factorized representations of relational instances
studied in database theory [29]. We can thus enumerate with linear preprocessing and
constant delay for arbitrary deterministic d-representations, which extends the result of [29].

The paper is structured as follows. Section 2 gives the main definitions and results.
We then describe the preprocessing phase of our algorithm: we reduce the input circuit
to zero-suppressed semantics in Section 3, rewrite it to a normal form in Section 4, and
compute the multitree index in Section 5. We then describe the enumeration algorithm in
Section 6. We present our two applications in Section 7 and conclude in Section 8. Due to
space restrictions, many details and the proofs are found in the complete version [3].

2 Preliminaries and Problem Statement

Circuits. A circuit C = (G,W, g0, µ) is a directed acyclic graph (G,W ) whose vertices G
are called gates, whose edges W are called wires, which has an output gate g0 ∈ G, and where
each gate g ∈ G has a type µ(g) among ∧ (AND-gate), ∨ (OR-gate), ¬ (NOT-gate), or var
(variable). We represent the circuit with adjacency lists that indicate, for each gate g ∈ G,
the gates having a wire to g (called the inputs of g), and the gates of which g is an input; the
number of such gates is called respectively the fan-in and fan-out of g. The size |C| of this
representation is then |G|+ |W |. We require that variables have fan-in zero, that NOT-gates
have fan-in one, and we will always work on negation normal form (NNF) circuits where the
input of NOT-gates is always a variable. A circuit without NOT-gates is called monotone.

We write Cvar for the set of variables of C. A valuation of Cvar is a function ν : Cvar →
{0, 1}. A circuit defines a Boolean function on Cvar, i.e., a function φ that maps each
valuation ν of Cvar to {0, 1}. The image of ν by φ is defined by substituting each gate in Cvar
by its value in ν, evaluating the circuit using the standard semantics of Boolean operations,
and returning the value of the output gate g0. Note that AND-gates (resp., OR-gates) with
no inputs always evaluate to 1 (resp., to 0) in this process. We call a gate unsatisfiable if it
evaluates to 0 under all valuations (and satisfiable otherwise); we call it 0-valid if it evaluates
to 1 under the valuation which sets all variable gates to 0. We say that ν satisfies C if φ
maps ν to 1 (i.e., g0 evaluates to 1 under ν), and call ν a satisfying valuation.

For enumeration, we represent a valuation ν of C as the set Sν of variables of Cvar that it
sets to 1, i.e., {g ∈ Cvar | ν(g) = 1}. We call Sν an assignment, and a satisfying assignment
if ν is a satisfying valuation. The Hamming weight |ν| of ν is the cardinality of Sν . Unlike
valuations, assignments of constant Hamming weight are of constant size, no matter the size
of Cvar. We write {} for the empty assignment, and write ∅ for an empty set of assignments.

The main class of circuits that we will study are d-DNNFs [17], of which we now recall
the definition. We say that an AND-gate g of a circuit C is decomposable if there is no pair
g1 6= g2 of input gates to g such that some variable g′ ∈ Cvar has a directed path both to g1
and to g2: intuitively, a decomposable AND-gate is a conjunction of inputs on disjoint sets of
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111:4 A Circuit-Based Approach to Efficient Enumeration

variables. We say that an OR-gate g of C is deterministic if there is no pair g1 6= g2 of input
gates of g and valuation ν of C such that g1 and g2 both evaluate to 1 under ν: intuitively, a
deterministic OR-gate is a disjunction of mutually exclusive inputs. A circuit C is a d-DNNF
if all its AND-gates are decomposable, and all its OR-gates are deterministic.

We further study the subclass of d-DNNFs called structured d-DNNFs, i.e., those having
a v-tree [31]. A v-tree on a set S of variables is a rooted unranked ordered tree T whose
set of leaves is exactly S. We write <T for the order on T in which the nodes are visited
in a pre-order traversal. For a circuit C, we say that a v-tree T on the set Cvar is a v-tree
of C if there is a mapping λ from the gates of C to the nodes of T such that: (i) λ maps the
variables of C to themselves; (ii) for each wire (g, g′) of C, the node λ(g) is a descendant
of λ(g′) in T ; and (iii) for each AND-gate g of C with inputs g1, . . . , gn (in this order), the
nodes λ(g1), . . . , λ(gn) are descendants of λ(g), none of them is a descendant of another, and
we have λ(g1) <T · · · <T λ(gn). Note that having a v-tree implies (by iii) that all AND-gates
are decomposable. A structured d-DNNF is a d-DNNF C given with a v-tree T of C.

Enumeration. As usual for efficient enumeration algorithms [33], we work in the RAM
model with uniform cost measure (see, e.g., [2]), where pointers, numbers, labels for vertices
and edges, etc., have constant size; thus an assignment has size linear in its Hamming weight.

An enumeration algorithm with linear-time preprocessing computes a set of results S(I)
from an input instance I. It consists of two parts. First, the preprocessing phase takes as
input an instance I and produces in linear time an indexed instance I ′ and an initial state.
Second, the enumeration phase repeatedly calls an algorithm A. Each call to A takes as input
the indexed instance I ′ and the current state, and returns a result and a new state: a special
state value indicates that the enumeration is over so A should not be called again. The
results produced by the calls to A must be exactly the elements of S(I), with no duplicates.

We say that the enumeration algorithm has linear delay if the time to produce each new
output element E is linear in the size of E (and independent of the input instance I). In
particular, when the output elements have constant size, each element must be produced
with constant delay, which we call constant-delay enumeration. The memory usage of an
enumeration algorithm is the maximum number of memory cells used during the enumeration
phase (not counting the indexed instance I ′, which resides in read-only memory), expressed
as a function of the input instance size |I| and of the size |O| of the largest output (as in [6]).
Note that constant delay does not imply a bound on memory usage, because the state can
become large even if we only add a constant quantity of information at each step.

Main results. Our main theorem on circuit enumeration is the following:

I Theorem 2.1. Given a structured d-DNNF C with a v-tree T , we can enumerate its
satisfying assignments with linear-time preprocessing, linear delay, and memory usage
O(|O| · log |C|), where |O| is the Hamming weight of the largest assignment.

If we fix a maximal Hamming weight k ∈ N, we can show constant-delay enumeration:

I Theorem 2.2. For any k ∈ N, given a structured d-DNNF C with a v-tree T , we can
enumerate its satisfying assignments of Hamming weight ≤ k with preprocessing in time
O(|T |+ k2 · |C|), delay in O(k), and memory in O(k · log |C|), i.e., linear-time preprocessing
and constant delay for fixed k.

In both results, remember that |C| is the number of gates and wires of C. We prove our
two results in Sections 3–6: the first three sections present the three steps of the linear-time
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preprocessing algorithm, and the last one presents the enumeration algorithm. We then use
the results for database applications in Section 7, in particular re-proving constant-delay
enumeration for MSO queries with free first-order variables on bounded-treewidth structures.

The memory bound in our results is not constant and depends logarithmically on the
input. While we think that this is reasonable, we also show constant-memory enumeration
for some restricted circuit classes: the details are deferred to [3] for lack of space.

3 Reducing to Zero-Suppressed Semantics

We start our linear preprocessing by rewriting the input circuit to an alternative zero-
suppressed semantics where negation is coded implicitly. For this rewriting, we will use the
structuredness assumption on the circuit, in a weaker form called having a compatible order :
this is the first thing that we present. We will also extend slightly our circuit formalism, to
concisely represent sets of inputs with range gates that use this order: we present this second.
Last, we present the alternative semantics, and give our translation result (Proposition 3.9).

Compatible orders. Our structuredness requirement is to have a compatible order :

I Definition 3.1. An order for a circuit C is a total order < on Cvar. For two variables
g1, g2 ∈ Cvar, the interval [g1, g2] consists of the variables g which are between g1 and g2
for <, i.e., g1 ≤ g ≤ g2 or g2 ≤ g ≤ g1. The interval of a gate g is then [min(g),max(g)],
where min(g) denotes the smallest gate according to < that has a directed path to g, and
max(g) is defined analogously. In particular, the interval of any g ∈ Cvar is [g, g] = {g}.

We say that the order < is compatible with C if, for every AND-gate g with inputs
g1, . . . , gn (in this order), for all 1 ≤ i < j ≤ n, we have max(gi) < min(gj); in particular,
the intervals of g1, . . . , gn are pairwise disjoint.

Note that, if a circuit C has compatible order <, every AND-gate g is decomposable: if
some g′ ∈ Cvar had a directed path to two inputs of g then their intervals would intersect.

Observe further that, given a structured d-DNNF C with a v-tree T , we can easily
compute a compatible order < for C in linear time in T . Indeed, let < be the restriction
to Cvar of the order <T on T given by pre-order traversal. Considering any suitable mapping λ
from C to T , for any gate g, we know that min(g) is no less than the first leaf of T in <
reachable from λ(g), and that max(g) is no greater than the last leaf reachable from λ(g).
The intervals of the inputs g1, . . . , gn to an AND-gate are then pairwise disjoint, because
they are included in the sets of reachable leaves from the nodes λ(g1), . . . , λ(gn) in the v-tree,
and none of these nodes is a descendant of another, so they cannot share any descendant
leaf. Hence, if we know a v-tree T for C then we know an order < for C.

Augmented circuits. We use compatible orders to define circuits with a new type of gates:

I Definition 3.2. For k ∈ N, we define a k-augmented circuit C as a circuit with a compatible
order < and with k additional types of gates, called range gates: there are the = i-range gates
for 0 ≤ i < k, and the ≥k-range gates. These gates must have exactly two inputs, which
must be variables of C (they are not necessarily different, so we allow multi-edges in circuits
for this purpose). We talk of augmented circuits when the value of k does not matter.

When evaluating a k-augmented circuit under a valuation ν, each = i-range gate g (resp.,
≥k-range gate g) with inputs g1 and g2 evaluates to 1 if there are exactly i gates (resp., at
least k gates) in [g1, g2] set to 1 by ν; note that g may be unsatisfiable if |[g1, g2]| is too small.
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Range gates are related to the threshold gates studied in circuit complexity (see e.g. [11]),
but we only apply them directly to variables. We can of course emulate range gates with
standard gates, e.g., ≥0-gates always evaluate to 1, and a ≥1-range gate on g1 and g2 can
be expressed as an OR-gate g having the interval [g1, g2] as its set of inputs. However, the
point of range gates is that we can now write this in constant space, thanks to <. This will
be important to rewrite circuits in linear time to our alternative semantics.

Zero-suppressed semantics. We are now ready to introduce our alternative semantics for
augmented circuits. We will do so only on monotone augmented circuits, i.e., without
NOT-gates, because negation will be coded implicitly. We use the notion of traces:

I Definition 3.3. An upward tree T of a monotone augmented circuit C = (G,W, µ, g0) is a
subgraph (G′,W ′) of C, with G′ ⊆ G and W ′ ⊆W , which is a rooted tree up to reversing
the direction of the wires. For all (g′, g) ∈ W ′, we call g′ ∈ G′ a child of g ∈ G′ in T , and
call g the parent of g′ in T ; note that g′ is an input of g in C. A gate g ∈ G′ in T is an
internal gate of T if it has a child in T , and a leaf otherwise. T is a partial trace if its internal
gates are AND-gates and OR-gates and if its gates satisfy the following:

for every AND-gate g in T , all its inputs in C are children of g in T ;
for every OR-gate g in T , exactly one of its inputs in C is a child of g in T .

Note that T cannot contain OR-gates with no inputs, and that its leaves consist of range
gates, variable gates, and AND-gates with no inputs. We call T a trace of C if its root is g0.

We define traces as trees, not general DAGs, because we cannot reach the same gate
in a trace by two different paths (remember that AND-gates in augmented circuits are
decomposable). We can see each trace (G′,W ′) of C = (G,W, µ, g0) as an augmented circuit
(G′,W ′, µ, g0), up to adding to range gates in the trace their inputs in C, and we then have:

I Observation 3.4. A valuation ν of a monotone augmented circuit C satisfies C if and
only if ν satisfies a trace of C.

Observe that we can check if a valuation ν of C satisfies a trace T simply by looking at
the value of ν on the leaves of T ; the definition of ν outside the intervals of the leaves does
not matter. We will change this point to define zero-suppressed semantics, where ν can only
satisfy T if it maps to 0 all the other variables. We then call ν a minimal valuation of T :

I Definition 3.5. Let C be a monotone augmented circuit, ν be a valuation of C, and T be
a trace or partial trace of C. We call ν a minimal valuation of T if:

For every variable g in T , we have ν(g) = 1;
For every ./i-range gate g in T with inputs g1 and g2 in C (where ./ ∈ {=,≥} and i ∈ N),
the number n of variables in [g1, g2] that are set to 1 by ν satisfies the constraint n ./ i;
All other variables of Cvar are set to 0 by ν.

Note that this implies that ν satisfies T . We call ν a minimal valuation for a gate g of C
(resp., for C) if it is a minimal valuation of a partial trace rooted at g (resp., at the output g0).

Note that C may have two minimal valuations ν1 and ν2 whose assignments S1 and S2 are
such that S1 ( S2 (see, e.g., Example 3.7 below). Minimality only imposes that, relatively to
a trace T , the valuation sets to 0 all variables that are not tested in T . Minimal valuations
allow us to define the zero-suppressed semantics of a monotone augmented circuit C: the
satisfying valuations of C in this semantics are those that are minimal for some trace.
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I Definition 3.6. A monotone augmented circuit C in zero-suppressed semantics captures the
(generally non-monotone) Boolean function Φ mapping a valuation ν to 1 iff ν is a minimal
valuation for C. We call S(C) the set of satisfying assignments of C in this semantics.

We call C a d-DNNF in zero-suppressed semantics if it satisfies the analogue of determin-
ism: there is no OR-gate g with two inputs g1 6= g2 and valuation ν of C that is a minimal
valuation for both g1 and g2. (Decomposability again follows from the compatible order.)

I Example 3.7. Consider the monotone circuit C whose output gate is an OR-gate with
three inputs: x, y, and an AND-gate of y and z. The circuit C captures x ∨ y in standard
semantics, and it is not a d-DNNF. C has three traces, having one minimal valuation each.
In the zero-suppressed semantics, we have S(C) = {{x}, {y}, {y, z}}, and C captures the
Boolean function (x ∧ ¬y ∧ ¬z) ∨ (¬x ∧ y). Further, C is a d-DNNF in that semantics.

Zero-suppressed semantics makes enumeration easier, because it expresses negation
implicitly in a very concise way. The name is inspired by zero-suppressed OBDDs [37,
Chapter 8]: variables that are not tested when following a trace are implicitly set to 0. We
can equivalently define the assignments S(C) of C inductively as follows:

I Lemma 3.8. Let C be a monotone augmented circuit. Let us define inductively a set of
assignments S(g) for each gate g in the following way:

for all g ∈ Cvar, we set S(g) := {g};
for all ./i-range gates g with inputs g1 and g2, we set S(g) := {t ⊆ [g1, g2] | |t| ./ i};
for all OR-gates g with inputs g1, . . . , gn, we set S(g) :=

⋃
1≤i≤n S(gi) (with S(g) = ∅ if

g has no inputs);
for all AND-gates g with inputs g1, . . . , gn, we set S(g) := {S1 ∪ · · · ∪ Sn | (S1, . . . , Sn) ∈∏

1≤i≤n S(gi)} (with S(g) = {{}} if g has no inputs); observe that the unions are always
disjoint because C has a compatible order.

Then, for any gate g, the set S(g) contains exactly the assignments that describe a minimal
valuation for g. In particular, for g0 the output gate of C, the set S(g0) is exactly S(C).

We can now state our main reduction result for this section: we can rewrite any d-DNNF
to an equivalent d-DNNF in zero-suppressed semantics, by introducing ≥0-range gates to
write explicitly that the variables not tested in a trace are unconstrained:

I Proposition 3.9. Given a d-DNNF circuit C and a compatible order <, we can compute
in linear time a monotone 0-augmented circuit C∗ having < as a compatible order, such
that C∗ is a d-DNNF in zero-suppressed semantics and such that S(C∗) is exactly the set of
satisfying assignments of C.

4 Reducing to Normal Form Circuits

In this section, given Proposition 3.9, we work on a monotone 0-augmented d-DNNF circuit C
in zero-suppressed semantics, with a compatible order < to define the semantics of range gates.
We present our next two preprocessing steps for the enumeration of the assignments S(C)
of C: restricting our attention to valuations of the right Hamming weight (for Theorem 2.2
only), and bringing C to a normal form that makes enumeration easier.

Homogenization. Our input augmented circuit C in zero-suppressed semantics may have
satisfying assignments of arbitrary Hamming weight. When proving Theorem 2.1, this is
intended, and the construction that we are about to describe is not necessary. However, when
proving Theorem 2.2 about enumerating valuations of constant weight, we need to restrict
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111:8 A Circuit-Based Approach to Efficient Enumeration

our attention to such valuations, to ensure constant delay. We do so using the following
homogenization result, adapted from the technique of Strassen [34]:

I Proposition 4.1. Given k ∈ N and a monotone augmented d-DNNF circuit C in zero-
suppressed semantics with compatible order <, we can construct in time O(k2 ·|C|) a monotone
augmented d-DNNF circuit C ′ in zero-suppressed semantics with compatible order < such
that S(C ′) = {t ∈ S(C) | |t| ≤ k}.

Proof Sketch. We create k+2 copies of each gate g, with each copy capturing the assignments
of a specific weight from 0 to k inclusive (or, for the k + 2-th copy, the assignments with
weight > k). In particular, for ≥0-gates g, for 0 ≤ i ≤ k, we use an = i-gate for the copy of g
capturing weight i. We then re-wire the circuit so that weights are correctly preserved. J

Note that this is the only place where our preprocessing depends on k: in particular, for
constant k, the construction is linear-time. This result allows us to assume in the sequel
that the set of assignments of the circuit in zero-suppressed semantics contains precisely the
valuations that we are interested in, i.e., those that have suitable Hamming weight.

Normal form. Now that we have focused on the interesting valuations of our circuit C, we
can bring it to our desired normal form:

I Definition 4.2. A normal circuit C is a monotone augmented circuit such that:
C is arity-two, i.e., each gate has fan-in at most two.
C is ∅-pruned, i.e., no gate g is unsatisfiable (i.e., each gate has some minimal valuation).
C is {}-pruned, i.e., no gate g is 0-valid (i.e., the valuation that sets all variables to 0 is
not a minimal valuation for any gate).
C is collapsed, i.e., it has no AND-gate with fan-in 1.
C is discriminative, i.e., for every OR-gate g with an input that is not an OR-gate (we
call g an exit), g has fan-in 1, fan-out 1, and the one gate with g as input is an OR-gate.

C is a normal d-DNNF if it is additionally a d-DNNF in the zero-suppressed semantics.

The pruned requirements slightly weaken the expressiveness of normal circuits C, because
they forbid that S(C) = ∅ or {} ∈ S(C), which are easy to handle separately. We then have:

I Proposition 4.3. Given a monotone augmented d-DNNF circuit C in zero-suppressed
semantics with compatible order < and with S(C) 6= ∅ and S(C) 6= {{}}, we can build in
O(|C|) a normal d-DNNF C ′, with < as a compatible order, such that S(C ′) = S(C)\{{}}.

Proof Sketch. We reuse the construction of Proposition 4.1 with k = 1 to split the gates so
that they are not 0-valid, eliminate bottom-up the unsatisfiable gates, make C arity-two in a
straightforward way, collapse all AND-gates with fan-in 1, and make C discriminative by
inserting new OR-gates (i.e., the exits) on all wires from non-OR-gates to OR-gates. J

This result allows us to assume in the sequel that we are working with normal d-DNNFs.

5 Indexing OR-Components

This section presents the last step of our preprocessing. Remember that we now work with
a normal d-DNNF, and we want to enumerate its set of assignments. Intuitively, this last
preprocessing will help us to enumerate the choices that can be made at OR-gates. Formally,
we will work on the OR-components of our circuit:
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I Definition 5.1. The OR-component K of an OR-gate g in a normal circuit C is the set of
OR-gates that can be reached from g by going only through OR-gates, following wires in
either direction. We abuse notation and also see K as a DAG, whose vertices are the gates
of K, and whose edges are the wires between them.

Recall from Definition 4.2 that, as C is discriminative, all gates of an OR-component K
with no inputs in K must be exits; we call them the exits of K. For a gate g in K, the exits
of g are the gates of K that have a directed path to g in K; intuitively, they are the “possible
choices” for a partial trace rooted at g. Our goal is to preprocess each OR-component of C
to be able to enumerate efficiently the exits of all OR-gates of C. This enumeration task is
tricky, however: exploring K naively when enumerating would take time dependent of C,
but materializing a reachability index would take quadratic preprocessing time. Thus, we
design an efficient indexing scheme, using the fact that OR-components are multitrees:

I Definition 5.2. A DAG G is a multitree if it has no pair n 6= n′ of vertices such that there
are two different directed paths from n to n′. In particular, forests are multitrees, and so are
polytrees (DAGs with no undirected cycles).

I Lemma 5.3. For any normal d-DNNF C, each OR-component of C is a multitree.

We can then prepare the enumeration of exits of gates in OR-components, by designing
an efficient and generic indexing scheme on multitrees (see [3]). We deduce:

I Theorem 5.4. Given a normal d-DNNF C, we can compute in O(|C|) a structure called
OR-index allowing us to do the following: given an OR-gate g of C, enumerate the exits of g
in its OR-component K, with constant delay and memory usage O(log |K|).

6 Enumerating Assignments

We have described in the previous sections our linear-time preprocessing on the input circuit:
this produces a normal d-DNNF C together with an OR-index, and we wish to enumerate
its assignments S(C) in zero-suppressed semantics. In this section, we show that we can
enumerate the elements of S(C), producing each assignment t with delay O(|t|).

To prove this, we will go back to our definition of zero-suppressed semantics in Section 3,
namely, the minimal valuations of the traces of C (recall Definition 3.3). We will proceed in
two steps. First, we use our preprocessing and the OR-index to show an efficient enumeration
scheme for the traces of C, in a compact representation called compressed traces. Second, we
show how to enumerate efficiently the minimal valuations of a compressed trace.

Compressed traces. We cannot enumerate traces directly because they can be arbitrarily
large (e.g., contain long paths of OR-gates) even for assignments of small weight. We
accordingly define compressed traces as a variant of traces that collapse such paths:

I Definition 6.1. An OR-path of a monotone augmented circuit C = (G,W, µ, g0) is a path
from g ∈ G to g′ ∈ G where all intermediate gates are OR-gates; in particular if (g, g′) ∈W
then there is an OR-path from g to g′. A compressed upward tree of C is a pair (G′,W ′)
where G′ ⊆ G and where W ′ ⊆ G′×G′ is such that for each (g, g′) ∈W ′ there is an OR-path
from g to g′: we require that T is a rooted tree up to reversing the direction of the edges. T
is a compressed partial trace if its internal gates are AND-gates and OR-gates such that:

for every AND-gate g in T , all its inputs in C are children of g in T ;
for every exit g in T (it is an OR-gate), its one input in C is a child of g in T ;
for every non-exit OR-gate g in T , exactly one of its exits g′ in C is a child of g in T .
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We write |T | := |G′|. We call T a compressed trace of C if its root is g0. The minimal
valuations of a compressed trace are defined like for non-compressed traces (Definition 3.5).

The use of compressed traces is that their size is linear in that of their minimal valuations:

I Lemma 6.2. For any compressed trace T of a normal circuit C and minimal valuation ν
for T and C, we have |T | ≤ 6 · |ν|.

From a trace T in a normal d-DNNF C, we can clearly define a compressed trace T ′ with
the same leaves, as follows. Whenever T contains an OR-gate g whose parent gate g′ in T is
not an OR-gate (or when g is the root of T ), as g cannot be an exit, we know that there is a
OR-path in T from g to an exit g′′ of g in its OR-component. We “compress” this OR-path
in T ′ as an edge from g to g′′. Conversely, given a compressed trace T ′, we can fill it to a
trace T with the same leaves, by replacing each edge from g to g′ by a witnessing OR-path;
there is only one way to do so because OR-components are multitrees (Lemma 5.3). Hence,
there is a bijection between traces and compressed traces that preserves the set of leaves. As
the minimal valuations of traces and compressed traces are defined in the same way from
this set, we can simply enumerate compressed traces instead of traces. We can then show:

I Proposition 6.3. Given a normal d-DNNF C with its OR-index, we can enumerate its
compressed traces, with the delay to produce each compressed trace T being in O(|T |).

In particular, if all compressed traces have constant size, then the delay is constant.

Proof Sketch. At each AND-gate, we enumerate the lexicographic product of the partial
traces of its two children; at each OR-gate, we enumerate its exits using the OR-index. J

Enumerating valuations of a compressed trace. We now show how, given a compressed
trace T , we can enumerate its minimal valuations (recall Definition 3.5). Restricting our
attention to the leaves of T , we can rephrase our problem in the following way:

I Definition 6.4. The assignment enumeration problem for a total order < on gates Cvar is
as follows: given pairwise disjoint intervals [g−1 , g

+
1 ], . . . , [g−n , g+

n ], and cardinality constraints
./1 ii, . . . , ./n in, where 0 < ij ≤

∣∣[g−j , g+
j ]
∣∣ and ./j ∈ {=,≥}, enumerate the values of the

products t1× · · · × tn for all the assignments of the tj ⊆ [g−j , g
+
j ] such that |tj | ./j ij for all j.

Indeed, remember that, as C is {}-pruned, the leaves of T consist of variables and range
gates, and their intervals are pairwise disjoint thanks to decomposability. A ./ i-gate with
inputs g−, g+ codes the interval [g−, g+] with cardinality constraint ./ i, and a variable g
simply codes [g, g] with constraint = 1. Further, thanks to {}-pruning, we know that no
range gate is labeled with = 0 or ≥ 0, and thanks to ∅-pruning, we know that no range gate
is labeled with an infeasible cardinality constraint. We claim:

I Proposition 6.5. We can enumerate the solutions to the assignment enumeration problem
for < on Cvar, with each solution t being produced with delay linear in its size |t|.

Again, this is constant-delay when all solutions have size bounded by a constant.

Proof Sketch. We enumerate the possible assignments of weights to intervals with constant-
delay, to reduce to the case where all cardinality constraints are equalities. We then enumerate
the assignments in lexicographic order, using an existing scheme [26, Section 7.2.1.3]. J
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We have concluded the proof of Theorem 2.1 (see Figure 1) and 2.2. Given our input
d-DNNF C and v-tree T rewritten to a compatible order, we rewrite C to an equivalent
normal d-DNNF and compute the OR-index. We then enumerate compressed traces, and the
valuations for each trace. The proof of Theorem 2.2 is the same except that we additionally
use Proposition 4.1 before Proposition 4.3 to restrict to valuations of Hamming weight ≤ k.

7 Applications

We now present two applications of our main results. Our first application recaptures the
well-known enumeration results for MSO queries on trees [6, 23]. The second application
describes links to factorized databases and strengthens the enumeration result of [29].

MSO enumeration. Recall that the class of monadic second-order formulae (MSO) consists
of first-order logical formulae extended with quantification over sets, see e.g. [27]. The
enumeration problem for a fixed MSO formula φ(X1, . . . , Xk) with free second-order variables,
given a structure I, is to enumerate the answers of φ on I, i.e., the k-tuples (B1, . . . , Bk)
of subsets of the domain of I such that I satisfies φ(B1, . . . , Bk). We measure the data
complexity of this task, i.e., its complexity in the input structure, with the query being fixed.

It was shown by Bagan [6] that MSO query enumeration on trees and bounded treewidth
structures can be performed with linear-time preprocessing and delay linear in each MSO
assignment; in particular, if the free variables of the formula are first-order, then the delay is
constant. This latter result was later re-proven by Kazana and Segoufin [25]. We show how
to recapture this theorem from our main results. From the results of Courcelle and standard
techniques (see, e.g., [23], Theorem 6.3.1 and Section 6.3.2), we restrict to binary trees.

I Definition 7.1. Let Γ be a finite alphabet. A Γ-tree T is a rooted unordered binary tree
where each node n ∈ T carries a label in Γ. We abuse notation and identify T to its node set.
MSO formulae on Γ-trees are written on the signature consisting of one binary predicate for
the edge relation and unary predicates for each label of Γ.

Let φ(X1, . . . , Xk) be an MSO formula on Γ-trees, and let T be a Γ-tree. We will show
our enumeration result by building a structured circuit capturing the assignments of φ on T :

I Definition 7.2. A singleton on X1, . . . , Xk and T is an expression of the form 〈Xi : n〉
with n ∈ T . An assignment on X1, . . . , Xk and T is a set S of singletons: it defines a k-tuple
(BS1 , . . . , BSk ) of subsets of T by setting BSi := {n ∈ T | 〈Xi : n〉 ∈ S} for each i. The
assignments of φ on T are the assignments S such that T satisfies φ(BS1 , . . . , BSk ).

We will enumerate assignments instead of answers: this makes no difference because we
can always rewrite each assignment in linear time to the corresponding answer. We now
state the key result: we can efficiently build circuits (with singletons as variable gates) that
capture the assignments to MSO queries. (While these circuits are not augmented circuits,
they are decomposable, so the definition of zero-suppressed semantics clearly extends.)

I Theorem 7.3. For any fixed MSO formula φ(X1, . . . , Xk) on Γ-trees, given a Γ-tree T , we
can build in time O(|T |) a monotone d-DNNF circuit C in zero-suppressed semantics whose
set S(C) of assignments (as in Definition 3.6) is exactly the set of assignments of φ on T .

Proof Sketch. We simplify φ to have a single free variable and limit to assignments on leaves
as in [6], and rewrite φ to a deterministic tree automaton A using the result of Thatcher and
Wright [35], in time independent of T (though the runtime is generally nonelementary in φ).
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We then compute our circuit as a variant of the provenance circuits in our earlier work [4],
observing that it is a d-DNNF thanks to the determinism of the automaton as in [5]. This
second step is in O(|A| · |T |), so linear in T . A self-contained proof is given in [3]. J

Note that the resulting circuit is already in zero-suppressed semantics, and has no range
gates. By continuing as in the proof of Theorem 2.1 (for free second-order variables) or
of Theorem 2.2 (for free first-order variables), we deduce the MSO enumeration results
of [6, 25]. Note that, once we have computed the tree automaton for the query and the
circuit representation, our proof of the enumeration result is completely query-agnostic: we
simply apply our enumeration construction on the circuit. Our proof also does not depend
on the factorization forest decomposition theorem of [15] used by [25]; it consists only of the
simple circuit manipulation and indexing that we presented in Sections 4–6. Note that the
delay is in O(k · |T |), with no large hidden constants, and O(k) for first-order variables.

A limitation of our approach is that our memory usage bound includes a logarithmic
factor in T , whereas [6, 25] show constant-memory enumeration. However, we can show
that the circuit computed in Theorem 7.3 satisfies an upwards-determinism condition that
allow us to replace the indexing scheme of Theorem 5.4 (our memory bottleneck) by a more
efficient index. We can thus reprove the constant-memory enumeration of [6, 25]: see [3].

Factorized representations. Our second application is the factorized representations of [29],
a concise way to represent database relations [1] by “factoring out” common parts. The atomic
factorized relations are the empty relation ∅, the relation 〈〉 containing only the empty tuple,
and singletons 〈A : a〉 where A is an attribute and a is an element. Larger relations are built
using the relational union and Cartesian product operators on sub-relations with compatible
schemas. For example, 〈A1 : a1〉 × (〈A2 : a2〉 ∪ 〈A2 : a′2〉) is a factorized representation of the
relation on attributes A1, A2 containing the tuples (a1, a2) and (a1, a

′
2). A d-representation

is a factorized representation given as a DAG, to reuse common sub-expressions. We show
that d-representations can be seen as circuits in zero-suppressed semantics:

I Lemma 7.4. For any d-representation D, let C be the monotone circuit obtained by
replacing × and ∪ by AND and OR, replacing ∅ and 〈〉 by AND-gates and OR-gates with no
inputs, and keeping singletons as variables. Then all AND-gates of C are decomposable, and
S(C) (defined as in Section 3) is exactly the database relation represented by D.

Hence, our results in Theorem 2.2 can be rephrased in terms of factorized representations:

I Theorem 7.5. The tuples of a deterministic d-representation D over a schema S can be
enumerated with linear-time preprocessing, delay O(|S|), and memory O(|S| log |D|).

Note that the existing enumeration result on factorized representations (Theorem 4.11
of [29]) achieves a constant memory bound, unlike ours, but it applies only to deterministic
d-representations that are normal (Definition 4.6 of [29]), which we do not assume. Normal
d-representations are intuitively pruned and collapsed circuits where no OR-gate is an input
to an OR-gate: this assumption avoids the need, e.g., for the constructions of Section 5.

8 Conclusion

We have shown how to enumerate satisfying valuations for the structured d-DNNF circuits
used in AI, with linear preprocessing and delay linear in each valuation (so constant delay
for constant Hamming weight). We applied this to factorized databases, and to MSO query
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enumeration [6, 23]. Beyond this, however, our method implies efficient enumeration for all
knowledge compilation problems that compile to structured d-DNNFs (see Introduction).

A natural question is to extend our constructions for other tasks, e.g., computing the i-th
valuation [6, 9]; managing updates [28]; or enumerating in order of weight, or in lexicographic
order: this latter problem is open for MSO [33, Section 6.1] but results are known for
factorized representations following an f-tree [10]. Another direction is to strengthen our
results to constant-memory enumeration on all d-DNNFs, or generalize them to other classes.
We also plan to study practical implementations, because our construction only performs
simple and modular transformations on input circuits, with no hidden large constants.
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