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Abstract. In this paper we address a problem of HER2 and CEN-17
reactions detection in fluorescence in situ hybridization images. These
images are very often used in situation where typical biopsy examina-
tion is not able to provide enough information to decide on the type
of treatment the patient should undergo. Here the main focus is placed
on the automatization of the procedure. Using an unsupervised neural
network and principal component analysis, we present a segmentation
framework that is able to keep the high segmentation accuracy. For com-
parison purposes we test the neural network approach against an auto-
matic threshold method.
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1 Introduction

According to the data provided by the National Cancer Registry, breast cancer
is one of the most often diagnosed cancers among middle–age women [1]. Just
in Poland, before 2016, there were 17144 diagnosed cases of breast cancer. This
number is increasing year after year. For instance, between 2009 to 2012 there
was an increase of 1280 diagnosed cases. The same records show that out of
17144 cancer cases there were 5651 deaths in 2012 which is 341 more than in
2009. Most of these cases could have been fully recovered if the diagnosis would
be made in the early stage of the disease, because cancers in their early stages
are vulnerable to treatment.
To reduce the number of deaths it is crucial to perform a reliable and fast di-
agnosis that will allow for the determination of an appropriate treatment. For
this purpose when a suspicious growth is found during the screening mammog-
raphy tests a fine needle aspiration biopsy (FNA) or a core biopsy (CB) is taken.
During these examinations a small sample from the questionable breast tissue is
extracted and a prognostic factor is evaluated according to the so called Bloom–
Richardson scheme [3]. This procedure, called a malignancy grading, allows the



pathologist to describe the type of cancer in detail and estimate its behavior with
or without undertaking treatment. Sometimes, when a difficult case is under di-
agnosis, the above techniques might require additional tests. This is why, for
a more accurate diagnosis, a set of different examinations are performed. They
will test for the presence of a HER2 gene and HER2 receptors that stimulate the
growth of cancer cells. HER2 expression plays an important role in breast cancer
diagnosis and the appropriate treatment is chosen accordingly to its status [11].
To determine the status of breast cancer biomarker such as human epidermal
growth factor receptor 2 (HER2) a routine ImmunoHistoChemistry (IHC) or
Fluorescence in situ hybridization (FISH) tests are performed.

– ImmunoHistoChemistry – is a staining process that shows if HER2 re-
ceptors and hormone receptors are present on the surface of the cancer cells
(see Fig. 1a). This test helps in identification of the antigens in cells. This
is possible due to binding of antibodies to the proteins. The final diagnosis
is based on the estimation of different markers that may appear within and
around the tumor cells [31].

– Fluorescence in situ hybridization – is a test that allows for a visual-
ization of genes, in this case HER2 gene [15] (see Fig. 1b). In breast cancer
diagnosis it is used to determine if the cancer cells have additional copies
of that gene. The rule here is that the more genes one can distinguish, the
more HER2 receptors the cells have.
According to the American Society of Clinical Oncologists (ASCO) and Col-
lege of American Pathologists (CAP) [13, 25], also known as ASCO/CAP,
the complete FISH examination also requires estimation of chromosome 17
centromere enumeration probe (CEP17 or CEN-17) [27]. The final diagnosis
is based on the HER2 to CEN-17 ratio [8].

According to Hicks and Kulkarni [10], both of the above tests are equivalent for
the evaluation of the breast cancer HER2 status. In this study we are focusing

a) b)

Fig. 1. HER2 slides. a) ImmunoHistoChemistry staining image, b) FISH test image.

on the FISH examination. As reported in literature [2, 23, 26], the problem of



distinguishing the HER2 and CEN-17 reaction within the FISH slides is not an
easy task. The main problem here is a segmentation of the reactions, where the
HER2 reactions are visible in the image as red dots while the CEN-17 are de-
tectable as green dots. Due to a small size of the regions of interest there is a
need to find the best possible segmentation algorithm that will be able to local-
ize both kinds of dots within the slide. Here, we took an opportunity to test two
techniques that will be appropriate for this challenging task.
Automatic cancer nuclei detection and segmetnation from medical images has
been widely studied in the literature [4, 21]. One can find various reports on
applying different imaging techniques [6, 22, 28], segmentation methods [17] or
classification approaches [7] to solve this problem. In this study we are con-
cerned on the segmentation of the FISH image to help doctors in localization
of the HER2 and CEN-17 reactions. For this purpose, a thresholding based seg-
mentation was investigated and its results were compared with segmentation
based on the unsupervised neural network. Application of neural networks for
segmentation was widely studied in literature [5, 20]. Substantial portion of the
reports deals with segmentations based on self–organized maps (SOMs). Yao et
al. [30] have successfully applied SOMs to segment sonar images where each pixel
of the input image is classified with the proposed neural network. Gorjizadeh et
al. [9] used a similar idea for segmentation of noisy medical images.
In 2001, Lerner et al. [2] described a neural network approach for detection of
fluorescence in situ hybridization images. Their method is based on classification
between a pair of in– and out–of–focus images. They use the in–focus images
for further estimation of the FISH reactions. Results presented by the authors
show an accuracy of 83–87%. Another approach, reported by Kiszler et al. [15],
describes a semi–automated procedure applied to fluorescence in situ hybridiza-
tion images. This procedure is based on the adaptive thresholding and the final
counting is based on the selected areas of the image.

It can be easily noticed that Machine Learning is a popular tool for developing
support software for supporting a diagnosis process of specialists. This is why
as a main contribution of this paper we propose a fully automatic procedure
for segmentation of HER2 and CEN-17 reactions that can be further counted to
estimate the final FISH diagnosis. The final decision is based on the ASCO/CAP
recommendations [13] that give a full route for HER2 testing in breast cancer.

2 Dataset

For the purpose of this study we have collected a database of 80 fluorescence
in situ hybridization images with a size of 1376x1032 pixels recorded with a
resolution of 200 pixels per inch. Example of the images in the database is
shown in Fig. 2. Based on these examples it is easy to notice how difficult the
automated segmentation of such images is.
Images were recorder with an Olympus BX61 fluorescence microscope with X-
Cite series 120Q EXFO fluorescent system. The microscope was equipped with
a CCD Olympus XC10 camera working with a Cell-F visualization software. To



capture the image it was required to use fluorescent filter such as 30-151332G-
Ov2C146747 filter made by Abbott with a magnification of 60x and 100x.
The database is a courtesy of dr. Anna Lis–Nawara and prof. Micha l Jeleń, the
head of the Department of Pathology and Oncological Cytology at the Wroclaw
Medical University, Wroc law, Poland.

a) b)

Fig. 2. Example of images in the database.

3 HER2 and Cen-17 Segmentation

In computer vision, segmentation is a very crucial step that influences all sub-
sequent phases of the classification systems. In medical image processing, the
segmentation stage is always a very difficult task and that makes it a very ac-
tive field of research [12,18,19]. In this research, we investigated two segmenta-
tion methods that will allow for the proposition of the automated segmentation
framework for fluorescence in situ hybridization images. The first method is a
simple thresholding were the threshold is automatically selected. The second
method is an unsupervised neural network method where we made use of the
self–organizing maps for segmentation of the receptors.

3.1 Simple Thresholding

To provide automatization of the segmentation procedure we decided to investi-
gate one of the simplest automatic thresholding techniques proposed by Ridler
and Calvard [24]. This method is based on a bimodal histogram of image gray
levels. A threshold T is sought on the histogram curve according to equation 1.



T =
µ1 + µ2

2
, (1)

where µ1 and µ2 are the means of the components separated by T . These means
are calculated iteratively starting form the initial threshold that is typically set
to an average gray level of the image.
As mentioned before, HER2 reactions are visible as red dots and CEN-17 reac-
tions are detectable as green dots. If we convert an RGB image to grayscale we
would loose that information and therefore we need to apply the above mentioned
segmentation to a color image. This means dividing the image into three sepa-
rate planes (R, G and B). Each plane will represent the main color in the RGB
color space. Looking at the nature of the images we can notice that the HER2
reactions are emphasized in a red channel and the CEN-17 reactions are affirmed
in the green plane (see Fig. 3). We can take that information into consideration

a) b)

c) d)

Fig. 3. FISH image RGB channels. a) Original image, b)Red channel, c)Green channel,
d)Blue channel.

and apply Ridler and Calvard method to red and green image channels. Results
of the application of this simple automatic thresholding method are presented
in section 4.1.



3.2 Segmentation with Self Organizing Maps

As mentioned in section 1 self–organized maps (SOMs) can be successfully ap-
plied for a segmentation task. They reduce the input space into representative
features according to a self–organizing process and are trained in an unsuper-
vised manner [16]. These networks consist of only one layer with a linear transfer
function for its neurons. It uses a comprehensive learning algorithm for weights
estimation that updates the weight of only one, winning neuron for each input
pattern. According to Kohonen [16] the introduction of an additional weight
change of the neighboring neurons with smaller step size results in better corre-
spondence to the features of the input data.
To train the SOM network we start with initialization of weights (w) with small

random values and for each input data a winning neuron (
−→
i (x)) is found accord-

ing to equation 2. Neighboring weights (wj(n+1)) are then calculated according
to equation 3. −→

i (x) = arg min
j
‖−→x (n)− wj‖, (2)

where −→x (n) is an input vector.

wj(n+ 1) = wj(n) + η(n)[x(n)− wj(n)] (3)

where η(n) is a neighboring function.
According to Kohonen, the neighborhood taken into consideration should be
Gaussian and he suggests the neighborhood description according to equation 4.

Λj,jo(n) = exp

(
−|rj − rj

o |2

2σ2(n)

)
(4)

where jo is the winning neuron and |rj − rjo | is a distance between the winning
node and the j − th node, and σ2 is a Gaussian variance.
From this we can notice that this is an adaptive procedure, because the neigh-
borhood and learning rate depend on the current iteration. Due to this fact our
neighborhood should be as large as the output space at the start and should
be decreasing during the iterations according to the equation 5. We can take
the same reasoning for the step size, which should be big at the beginning and
progressively decrease according to equation 6 until it reaches zero.

σ(n) =
1

cσ + dσn
(5)

η(n) =
1

aη + bηn
(6)

where aη, bη, cσ and dσ are constants.
Here we have adopted the SOM methodology to solve a segmentation problem
for detection of HER2 and CEN-17 reactions in fluorescence in situ hybridization
images. This task is divided into several stages. At first, we extract the red and
green components from the RGB image, because these two channels provided



the best localization of the reactions. Then we have applied a morphological
reconstruction on both channels to extract the candidates of the red and green
dots that represent HER2 and CEN-17 reactions respectively. These are actually
the image maxima. Determination of these maxima can provide many mislead-
ing results such as multiple one–pixel dots. Some of these would also include
background noise and for that reason there is a need to flatten them with recon-
struction.
This method is actually a morphological erosion and dilation followed by the
reconstruction procedure according to the description of Luc Vincent [29].
According to Vincent, for an image I, called a mask, a reconstructed image (Ir)
for a given marker M is calculated as a union of the connected components if
the image which contain at least one mask pixel (see eq. 7).

Ir =
⋃

M∩Ik 6=0

Ik (7)

To localize candidates for HER2 and CEN-17 indicators we first apply erosion
and dilation to appropriate image channels and then we apply a reconstruction
algorithm described above. A dilated image was used as a marker and eroded
image was treated as a mask (see Fig. 5). As a result a flatten maxima area is
obtained.
Knowing the exact location of each of the maxima we have to check if the area it
represents is actually red. For this purpose, an color image is divided into areas
equivalent to a bounding boxes of the image containing the maxima. All of these
areas serve as a feature vector presented as an input to the neural network. If we
take an area of 5x5px the obtained feature vector will contain 75 input weights.
Such a large number of features suggests a high correlation between the features
and therefore a dimension reduction is justified.
To remove redundancy and to reduce a feature vector length, all data was ana-
lyzed with principal component analysis (PCA) [14] that used the singular value
decomposition to determine the coefficients. Application of the PCA allowed
for the reduction of the feature vector down to 3 independent components that
characterize the variance changes in 97%.
Such a feature vector is then presented as an input to the neural network which
finds the areas concentrated around these tree groups. Analysis of obtained clus-
ters determines the appropriate dots. Results of SOM segmentation are presented
in section 4.1.

4 Experimental investigations

As mentioned in the previous section, to propose an automatic segmentation
framework we need to concentrate on counting the visible HER2 and CEN-
17 reactions. We propose to convert a color image into three components (red,
green, blue) and search for the maxima on the red and green images. By applying
the simple thresholding method to these channels we were able to obtain most
of the reactions with a threshold value automatically selected for each image.



Unfortunately, this might lead to some problems in situations where some colors
can contain higher values of red component that the red color itself. For that
reason we split the procedure into two phases. In the first phase the algorithm
looks for a red image maxima which serve as red dot indicators. In the next step
we classify these indicators with a SOM network to determine which of them
represent red dots. We can apply the same procedure for localizing green dots.
When all reactions are detected it possible to calculate the a so called FISH
coefficient that will be used for further diagnosis. Such a calculation is based
on the ASCO/CAP [13] recommendation where a HER2 to CEN-17 ratio is
calculated. Using this value we can further decide if the diagnosed case is FISH
positive or negative. The main aim of this experimental work was to check the
effectiveness of the SOM based segmentation approach applied to the database
of the fluorescence in situ hybridization images in order to propose an automatic
diagnosis system.

4.1 Results and Discussion

In this section, results of the automatic segmentation techniques described in
section 3 are presented. In figure 4 we present an example of the segmentation
obtained with simple automatic thresholding. From the example we can see
that most of the reactions were localized and could be used for further FISH
diagnosis calculations. It is easy to notice that after all, it will lead to some
inaccuracies, especially in the red channel. The reason for that is that some of
the nuclei assume some shades of red which will be misinterpreted with such a
simple thresholding calculation. This will basically mean that the modes of the
red channel histogram are not well separated. This scenario is better visualized
in Fig. 7a.

a) b)

Fig. 4. Results of simple thresholding.

Taking the above into consideration we noted that application of the global
thresholding will lead to misinterpretations due the fact that there are diverse
intensity values in different parts of the image. This is why we decided to flatten



the image maxima. This will allow us to use larger maxima areas instead of
single peaks. For this purpose we decided to apply erosion and dylation operation
followed by reconstruction according to the description in section 3.2. Results of
the reconstruction are presented in Fig. 5.
From the results we can notice the detection of multiple one–pixel dots can
provide many misleading results. This is because some of them will also include
background noise, what could be noticed in case of simple thresholding.
Having the maxima determined and localized we can now check if the areas
that are around the maxima contain red or green dot. As already described
we proceed with division of the color image into sub–images that contain the
maxima and treat it as a feature vector for SOM network. After dimension
reduction we classify each of the extracted areas as a background or a red/green
dot. A result of this operation is presented in Fig. 6. On the figure we can notice
a good discrimination between background and dots. This is represented as a
marker of a localization result.

a) b)

Fig. 5. Results of morphological reconstruction. a) Red channel, b) Green channel.

a) b)

Fig. 6. Results of SOM segmentation. a) Original image, b) Segmented dots.



a) b)

Fig. 7. Examples of incorrect segmentations. a) Simple thresholding, b) SOM segmen-
tation.

The presented segmentation results show that the SOM neural networks were
able to properly distinguish HER2 and CEN-17 receptors. The main problem of
this method occurs in a situation shown on Fig. 7b. Here a localization of green
dots can be problematic but, in comparison with simple thresholding, we can
still notice much better localization, especially in a red component.
To complete the full automatic diagnosis, a number of red and green dots was
calculated and HER2 to CEN-17 ratio was calculated. Based on the calculated
ratio and according to ACSO regulations a FISH score was evaluated. For the
simple thresholding 44 out of 80 images provided similar results as an expert
pathologist diagnosis. The other method provided better results were 61 images
had similar responds.

5 Conclusions and Future Work

In this study a problem of automatic segmentation of HER2 and CEN-17 reac-
tions from Fluorescence in Situ Hybridization images was addressed. We have
proposed a fully automatic segmentation framework that is able to detect dots
representing reactions of human epidermal growth factor receptor 2 and chro-
mosome 17 centromere enumeration probe with high precision. Form the results
we can draw a conclusion that neural network based method is able to segment
these reactions more accurate than the described simple thresholding method.
As already mentioned this is caused by multiple one–pixel dots which eliminates
a possibility of application of a global thresholding methods. It was shown that
utilization of a reconstruction methodology along with morphological erosion
and dylation allows for a better localization of the reactions.
Although the results presented here are optimistic there are a few problems that
can impair the overall diagnosis. The main issue is a localization of the dots in
areas where they are not visible, as shown in Fig. 7. Another problem that can
be distinguished here is segmentation of large number of dots as one large single
dot. This can lead to incorrect interpretation of the result as several dots are
counted as one.



One of the possibilities to improve the accuracy of the diagnosis would be an ap-
plication of deep and convolutional neural networks which are showing to be very
effective in cancer diagnosis. The main problem with these methods is necessity
of a large number of training samples. This might be difficult to achieve as not
all of the cases are stored digitally. This and other issues that are addressed here
will be further researched as a future work.
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T. Krenács, and B. Molnár. Semi-automatic fish quantification on digital slides.
Diagnostic Pathology, 8(1):1–4, 2013.

16. T. Kohonen. The self–organizing map. In Proceedings of IEEE, volume 78, pages
1464–1480, 1990.

17. M. Kowal and P. Filipczuk. Nuclei segmentation for computer-aided diagnosis of
breast cancer. Applied Mathematics and Computer Science, 24(1):19–31, 2014.

18. M. Kowal, P. Filipczuk, A. Obuchowicz, J. Korbicz, and R. Monczak. Computer-
aided diagnosis of breast cancer based on fine needle biopsy microscopic images.
Computers in Biology and Medicine, 43(10):1563 – 1572, 2013.

19. O. Lezoray, A. Elmoataz, H. Cardot, G. Gougeon, M. Lecluse, and M. Revenu.
Segmentation of cytological images using color and mathematical morphology. Eu-
ropean Conference on Stereology, Amsterdam, Netherlands, page 52, 1998.

20. J. Long, E. Shelhamer, and T. Darrell. Fully convolutional networks for semantic
segmentation. CoRR, abs/1411.4038, 2014.

21. M. Moghbel and M. Mashohor. A review of computer assisted detection/diagnosis
(CAD) in breast thermography for breast cancer detection. Artif. Intell. Rev.,
39(4):305–313, 2013.

22. M. B. Nagarajan, M. B. Huber, T. Schlossbauer, G. Leinsinger, A. Krol, and
A. Wismüller. Classification of small lesions on dynamic breast mri: Integrat-
ing dimension reduction and out-of-sample extension into {CADx} methodology.
Artificial Intelligence in Medicine, 60(1):65 – 77, 2014.

23. H. Netten, L.J. van Vliet, H. Vrolijk, W.C.R. Sloos, H.J. Tanke, and I.T. Young.
Fluorescent dot counting in interphase cell nuclei. Bioimaging, 4(2):93–106, 1996.

24. T.W. Ridler and S. Calvard. Picture thresholding using an iterative selection.
IEEE Trans. on Systems, Man and Cybernetics, 8:630–632, 1978.

25. D.J. Slamon, B. Leyland-Jones, S. Shak, H. Fuchs, V. Paton, A. Bajamonde,
T. Fleming, W. Eiermann, J. Wolter, M. Pegram, J. Baselga, and L. Norton. Use of
chemotherapy plus a monoclonal antibody against her2 for metastatic breast can-
cer that overexpresses her2. New England Journal of Medicine, 344(11):783–792,
2001.

26. H. J. Tanke, R. J. Florijn, J. Wiegant, A. K. Raap, and J. Vrolijk. Ccd microscopy
and image analysis of cells and chromosomes stained by fluorescence in situ hy-
bridization. The Histochemical Journal, 27(1):4–14, 1995.
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