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Abstract

The stability of the Kalman filter is classically ensured by the uniform complete
controllability regarding the process noise and the uniform complete observability
of linear time varying systems. This paper studies the case of discrete time output
error (OE) systems, in which the process noise is totally absent. The classical
stability analysis assuming the controllability regarding the process noise is thus
not applicable. It is shown in this paper that the uniform complete observability
is sufficient to ensure the stability of the Kalman filter applied to time varying OE
systems, regardless of the stability of the OE systems. Though the continuous
time case has been studied recently, the results on continuous time systems cannot
be directly transposed to discrete time systems, because of a difficulty related to
the observability of the discrete time filter error dynamics system.

Keywords: Kalman filter, discrete time output error system, time varying
system, stability.

1. Introduction

The well known Kalman filter has been extensively studied and is being applied
in many different fields (Anderson and Moore, 1979; Jazwinski, 1970; Zarchan and
Musof, 2005; Kim, 2011; Grewal and Andrews, 2015). The purpose of the present
paper is to study the stability of the Kalman filter in a particular case not yet
covered in the literature: the absence of process noise in the state equation of
a discrete time linear time varying (LTV) system. Such systems are known as
output error (OE) systems in the literature on system identification. The recent
studies on continuous time OE systems in (Ni and Zhang, 2015, 2016) have been
mainly motivated by applications where state equations originate from physical
laws that are believed sufficiently accurate. For discrete time systems considered
in this paper, the motivation is mainly for OE system identification (Goodman
and Dudley, 1987; Forssell and Ljung, 2000; Wang et al., 2015). In control appli-
cations, the use of OE models has the advantage of focusing system identification
Preprint submitted to Systems & Control Letters July 20, 2017



on the dynamics of the controlled plant, rather than on noise properties (Forssell
and Ljung, 2000). The result presented in this paper ensures the stability of the
Kalman filter applied to LTV OE systems. This result is particularly useful for
linear parameter varying (LPV) system identification based on prediction error
minimization, as it ensures stable predictions, regardless of the stability of the
estimated LPV models during the iterations of prediction error minimization.

While the optimal properties of the Kalman filter are frequently recalled, its
stability properties are less often mentioned in the recent literature. The clas-
sical stability analysis is based on both the uniform complete controllability re-
garding the process noise and the uniform complete observability of LTV sys-
tems (Kalman, 1963; Jazwinski, 1970). In the case of OE systems, there is no
process noise at all in the state equation, hence the controllability regarding the
process noise cannot be fulfilled.

The stability of the Kalman filter for continuous time OE systems has been
recently studied in (Ni and Zhang, 2015, 2016). It is often straightforward to
transpose theoretic results from continuous time systems to discrete time systems,
and vice versa, but there are exceptions. For the stability problem studied in this
paper, there are two main extra difficulties for discrete time systems.

First, in the continuous time case, the observability of an OE system induces
the observability of its Kalman filter error dynamics system, and this observability
plays an important role in the stability analysis of the error dynamics. In the
discrete time case, however, the observability of the Kalman filter error dynamics
system cannot be induced in a similar way, as explained in Section 5.

Second, in the continuous time case, in the first step of the proof of the Kalman
filter asymptotic stability, the Lyapunov stability is naturally proved within a few
lines in (Ni and Zhang, 2016). In the discrete time case, however, by indirectly
analyzing the Kalman filter error dynamics, due to the complexity related to the
separation between the prediction step and the update step (no such separation
exists in the continuous time case), the proof of the Lyapunov stability takes
more than one page (see the proof of Theorem 1 in this paper), with non trivial
choices of appropriate equalities involved in the discrete time case only.

The classical optimality results of the Kalman filter are also valid in the case
of OE systems (Jazwinski, 1970, chapter 7). However, it is necessary to complete
the stability analysis, as the classical results are not applicable in this case.

As the main contribution of this paper, it will be shown that the uniform
complete observability is sufficient to guarantee the stability of the dynamics
of the Kalman filter applied to a discrete time LTV OE system, regardless of
the stability of the OE system itself. The boundedness of the state estimate
covariance, as well as the boundedness of the Kalman gain, will also be proved
under the same condition. These results complete the classical results (Kalman,
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1963; Jazwinski, 1970), which do not cover the case of OE systems.

Preliminary results of this study have been submitted to the upcoming IFAC
Word Congress (Zhang, 2017). The present paper enriches these preliminary
results with technical details, notably the relationship between the Kalman filter
error dynamics and the Kalman predictor error dynamics, and also with numerical
examples.

The rest of this paper is organized as follows. Some preliminary elements are
introduced in Section 2. The problem considered in this paper is formulated in
Section 3. The boundedness of the Kalman filter for OE systems is analyzed
in Section 4, and the asymptotic stability of the Kalman filter is established in
Section 5. Numerical examples are presented in Sections 6. Finally, concluding
remarks are drawn in Section 7.

2. Definitions and basic facts

Let m and n be any two positive integers. For a vector x ∈ Rn, ‖x‖ denotes its
Euclidean norm. For a matrix A ∈ Rm×n, ‖A‖ denotes the matrix norm induced
by the Euclidean vector norm, which is equal to the largest singular value of A.
Then ‖Ax‖ ≤ ‖A‖‖x‖ for all A ∈ Rm×n and all x ∈ Rn. For two real square
symmetric positive definite matrices A and B, A > B means A − B is positive
definite.

Let A(k) ∈ Rm×n be a sequence of matrices for k = 0, 1, 2, . . . . It is said
(upper) bounded if ‖A(k)‖ is bounded.

Consider the homogeneous discrete time LTV system

x(k) = A(k)x(k−1) (1)

with x(k) ∈ Rn and A(k) ∈ Rn×n, and with the associated state transition matrix
defined as

Φ(k, k) = In (2)

Φ(k, l) = A(k)A(k−1) · · ·A(l + 1) (3)

with In denoting the n× n identity matrix. Then x(k) = Φ(k, l)x(l).

Definition 1. System (1) is Lyapunov stable if there exists a positive constant
γ such that, for all integers k, k0 satisfying k ≥ k0, the following inequality holds

‖Φ(k, k0)‖ ≤ γ. (4)

�
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Definition 2. System (1) is asymptotically stable if it is Lyapunov stable and
if the following limiting behavior holds

lim
k→+∞

‖x(k)‖ = 0 (5)

for any initial state x(0) ∈ Rn. �

The following uniform complete observability1 definition for LTV systems fol-
lows (Kalman, 1963).

Definition 3. The matrix pair {A(k), C(k)} with A(k) ∈ Rn×n and C(k) ∈
Rm×n is uniformly completely observable if there exist positive constants ρ1, ρ2
and a positive integer h such that, for all k ≥ h, the following inequalities hold

ρ1In ≤
k∑

s=k−h
ΦT (s, k)CT (s)R−1(s)C(s)Φ(s, k) (6)

≤ ρ2In (7)

with some bounded symmetric positive definite matrix R(s) ∈ Rm×m (typically
the covariance matrix of the output noise in a stochastic state space system). �

3. Problem formulation and assumptions

In this section the considered OE system and its Kalman filter are first formu-
lated, before the statement of the assumptions for stability analysis.

3.1. Output error system and Kalman filter

The discrete time output error (OE) systems considered in this paper are in
the form of

x(k) = A(k)x(k−1) +B(k)u(k) (8a)

y(k) = C(k)x(k) +R
1
2 (k)v(k) (8b)

where k = 0, 1, 2, . . . represents the discrete time index, x(k) ∈ Rn is the state
vector, u(k) ∈ Rl the input, y(k) ∈ Rm the output, v(k) ∈ Rm a white Gaussian
noise with identity covariance matrix, A(k), B(k), C(k), R(k) are real matrices
of appropriate sizes. The noise covariance matrix R(k) is symmetric positive

definite. The notation R
1
2 (k) denotes the symmetric positive definite matrix

1Some variants of the definition of the uniform complete observability exist in the literature.
The definition recalled here follows (Kalman, 1963).
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square root of R(k). The initial state x(0) ∈ Rn is a random vector following the
Gaussian distribution x(0) ∼ N (x0, P0) with x0 ∈ Rn and P0 ∈ Rn×n.

Compared to the general discrete time state equation

x(k) = A(k)x(k−1) +B(k)u(k) +Q
1
2 (k)w(k) (9)

with the process noise w(k) and the covariance matrix Q(k), an OE system
corresponds to the particular case of Q(k) ≡ 0.

After the initialization with P (0|0) = P0 and x̂(0|0) = x0, the Kalman filter
for the OE system (8) consists of the following recursions for k = 1, 2, . . . ,

P (k|k−1) = A(k)P (k−1|k−1)AT (k) (10a)

Σ(k) = C(k)P (k|k−1)CT (k) +R(k) (10b)

K(k) = P (k|k−1)CT (k)Σ−1(k) (10c)

P (k|k) = [In −K(k)C(k)]P (k|k−1) (10d)

x̂(k|k−1) = A(k)x̂(k−1|k−1) +B(k)u(k) (10e)

ỹ(k) = y(k)− C(k)x̂(k|k−1) (10f)

x̂(k|k) = x̂(k|k−1) +K(k)ỹ(k). (10g)

For general LTV systems with a process noise as in the state equation (9), the
first equation of the Kalman filter would be

P (k|k−1) = A(k)P (k−1|k−1)AT (k) +Q(k) (11)

with an extra term Q(k) representing the process noise covariance matrix. There-
fore, the OE system Kalman filter corresponds to the particular case with
Q(k) ≡ 0 of the general LTV system Kalman filter.

It is known that the dynamics of the general LTV system Kalman filter is stable,
provided the matrix pair {A(k), Q

1
2 (k)} is uniformly completely controllable and

the matrix pair {A(k), C(k)} is uniformly completely observable (Kalman, 1963;
Jazwinski, 1970). As OE systems correspond to the case with Q(k) ≡ 0, the
controllability condition cannot be satisfied. Consequently, the classical results
on the stability of the Kalman filter cannot be applied here. The main purpose
of the present paper is to study the Kalman filter stability in this particular case.

It will be shown that the error dynamics of the Kalman filter (10) is asymp-
totically stable, and that its iteratively computed variables are all bounded.

Note that the classical optimality results of the Kalman filter remain valid in
the case of OE systems (Jazwinski, 1970, chapter 7).

3.2. Assumptions

The assumptions stated here are required in all the following sections of this
paper.
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The considered OE system (8) is defined with bounded real matrices
A(k), B(k), C(k), R(k) of appropriate sizes. For all k ≥ 0, the square matrix
A(k) is assumed invertible, so that the system dynamics is reversible, i.e., the
equality x(k) = Φ(k, l)x(l) holds (with an appropriate state transition matrix
Φ(k, l)) for all integers k, l ≥ 0, including the case k < l. The noise covariance
matrix R(k) is symmetric positive definite and has a strictly positive lower bound.

The initial state x(0) ∈ Rn is a random vector following the Gaussian distri-
bution

x(0) ∼ N (x0, P0) (12)

with some mean vector x0 ∈ Rn and a symmetric positive definite covariance
matrix P0 ∈ Rn×n.

It is further assumed that the matrix pair {A(k), C(k)} is uniformly completely
observable (see Definition 3).

4. Boundedness of the covariance and gain matrices

The purpose of this section is to show that the OE system Kalman filter co-
variance matrices P (k|k), P (k|k− 1) and the Kalman gain K(k) are all bounded
under the assumptions stated in Section 3.2.

It will be shown that the covariance of the state estimate P (k|k) is closely
related to the matrix sequence Ω(k) recursively defined by

Ω(0) = P−1(0|0) (13a)

Ω(k) = ΦT (k−1, k)Ω(k−1)Φ(k−1, k) + Λ(k), (13b)

where

Λ(k) , CT (k)R−1(k)C (k), (14)

so that the properties of P (k|k) can be analyzed through those of Ω(k).

Proposition 1. Under the assumptions stated in Section 3.2, the matrix se-
quence Ω(k) ∈ Rn×n defined in (13) is symmetric positive definite for all k ≥ 0
and has a strictly positive lower bound. �

Proof. Repeatedly applying the recursion (13b) yields

Ω(k) = ΦT (0, k)Ω(0)Φ(0, k) +

k∑
s=1

ΦT (s, k)Λ(s)Φ(s, k). (15)
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It is assumed that A(k) is invertible for all k ≥ 0, hence Φ(0, k) is also invertible.
The initial condition Ω(0) = P−1(0|0) > 0 then implies that Ω(k) > 0 for all
k ≥ 0.

When k < h (h is the integer introduced in (6)),

Ω(k) ≥ min
0≤k<h

ΦT (0, k)Ω(0)Φ(0, k) ≥ ρ0In (16)

where ρ0 > 0 is the smallest eigenvalue of ΦT (0, k)Ω(0)Φ(0, k) for 0 ≤ k < h.

When k ≥ h, because of the assumed uniforme complete observability (see
inequality (6) in Definition 3) and the definition of Λ(k) in equation (14)),

Ω(k) ≥
k∑

s=k−h
ΦT (s, k)Λ(s)Φ(s, k) ≥ ρ1In > 0 (17)

where ρ1 is the constant in inequality (6).

Therefore, min(ρ0, ρ1)In > 0 is a lower bound of Ω(k) for all k ≥ 0. �

Proposition 2. Under the assumptions stated in Section 3.2, for all k ≥ 0, the
Kalman filter covariance matrix P (k|k), iteratively computed through (10a)-(10d)
with the initial condition P (0|0) = P0 > 0, is symmetric positive definite and is
upper bounded. �

Proof. Recall that Φ(k, k−1) = A(k) and Φ(k−1, k) = A−1(k). Rewrite (13b) as

Ω(k) = A−T (k)Ω(k−1)A−1(k) + Λ(k). (18)

Take the matrix inverses of both sides of (18) while applying the matrix equality

(G+ V THV )−1 = G−1 −G−1V T (H−1 + V G−1V T )−1V G−1

with G = A−T (k)Ω(k−1)A−1(k), H = R−1(k) and V = C (k), then

Ω−1(k) = A(k)Ω−1(k−1)AT (k)

−A(k)Ω−1(k−1)AT (k)CT (k)
[
R(k)

+ C (k)A(k)Ω−1(k−1)AT (k)CT (k)
]−1

· C (k)A(k)Ω−1(k−1)AT (k) (19)

Define the new notations

P̄ (k|k) , Ω−1(k) (20)

P̄ (k|k−1) , A(k)P̄ (k−1|k−1)AT (k) (21)

Σ̄(k) , C (k)P̄ (k|k−1)CT (k) +R(k) (22)

K̄ (k) , P̄ (k|k−1)CT (k)Σ̄−1(k), (23)
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then the recursion of P̄ (k|k) = Ω−1(k) in (19) is rewritten as

P̄ (k|k) = P̄ (k|k−1)− P̄ (k|k−1)CT (k)
[
R(k)

+ C (k)P̄ (k|k−1)CT (k)
]−1

· C (k)P̄ (k|k−1)

= P̄ (k|k−1)− P̄ (k|k−1)CT (k)Σ̄−1(k)

· C (k)P̄ (k|k−1),

hence

P̄ (k|k) =
[
In − K̄ (k)C (k)

]
P̄ (k|k−1). (24)

It turns out that, the recursions (21)-(24) coincide exactly with those of (10a)-
(10d). Moreover, P̄ (0|0) = Ω−1(0) = P (0|0), therefore, P̄ (k|k) = Ω−1(k) =
P (k|k) for all k ≥ 0.

The results of Proposition 1 then imply that P (k|k) = Ω−1(k) is positive
definite and upper bounded. �

Corollary 1. Under the assumptions stated in Section 3.2, for all k ≥ 0, the
prediction error covariance matrix P (k|k−1) computed with (10a) is symmetric
positive definite and upper bounded, and the gain matrix K(k) computed with
(10c) is bounded. �

The proof of this corollary is trivial: based on Proposition 2 and on the as-
sumption that A(k) is bounded and invertible, the positive definiteness and the
boundedness of P (k|k−1) follow from (10a); while the boundedness of K(k)
is due to the boundedness of P (k|k−1) and of C(k) in (10c), and also to the
assumed strictly positive lower bound of R(k) in (10b) (see Section 3.2 for the
assumptions).

5. Asymptotic stability of the Kalman filter

It has been shown in Proposition 2 and Corollary 1 that the covariance matrices
P (k|k), P (k|k−1) and the Kalman gainK(k) are all bounded. These are obviously
important “stability” properties of a recursive algorithm. The purpose of this
section is to study the asymptotic stability of the Kalman filter error dynamics,
in the sense of Definition 2.

5.1. Kalman filter error dynamics

The computations in the steps (10e)-(10g) can be combined into a single step
for state estimation:

x̂(k|k) = A(k)x̂(k−1|k−1) +B(k)u(k)

+K(k)
{
y(k)− C(k)

[
A(k)x̂(k−1|k−1) +B(k)u(k)

]}
. (25)
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The homogeneous part of this iterative equation (from x̂(k−1|k−1) to x̂(k|k)) is

z(k|k) = [In −K(k)C(k)]A(k)z(k−1|k−1), (26)

which corresponds to the dynamics of the mathematical expectation of the state
estimation error, i.e.,

z(k|k) = E[x(k)− x̂(k|k)] (27)

with the initial condition z(0|0) = Ex(0)− x̂(0|0). For this reason, equation (26)
will be referred to as the Kalman filter error dynamics equation.

Like in (Kalman, 1963; Jazwinski, 1970), the Kalman filter stability analysis
consists in analyzing the stability of the error dynamics (26), which reflects the
intrinsic stability property of the Kalman filter dynamics as expressed in (25).

For this stability analysis, it seems natural to follow the approach adopted in
the continuous time case as studied in (Ni and Zhang, 2015). In this approach,
an important step would be to establish the uniform complete observability of
the error dynamics equation (26) adjoined with the “output equation”2

ȳ(k) = C(k)z(k|k). (28)

In (Ni and Zhang, 2015), the continuous time counterpart of (26) and (28) is

dz(t)/dt = [A(t)−K(t)C(t)]z(t) (29)

ȳ(t) = C(t)z(t). (30)

In (29), the term K(t)C(t)z(t) = K(t)ȳ(t) is known from the “output” ȳ(t)
and can be viewed as an “input” term, hence intuitively the pair {[A(t) −
K(t)C(t)], C(t)} is observable if the pair {A(t), C(t)} is observable. Unfortu-
nately, in the discrete time case, such a reasoning cannot be applied to (26) and
(28), since the corresponding term in (26), namely K(k)C(k)A(k)z(k−1|k−1),
cannot be written as K(k)ȳ(k) with ȳ(k) as in (28), because of the matrix A(k)
between C(k) and z(k−1|k−1), and also because of the different indexes k and
k−1.

In order to bypass this difficulty, let us first analyze the stability of the Kalman
predictor dynamics. The stability of the filter dynamics will then be established
through a relationship between the filter dynamics and the predictor dynamics.

2The fictive “output” ȳ(k) is introduced for stability analysis only. There is no need to know
or to measure it in a real Kalman filter implementation.
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5.2. Stability of the Kalman predictor

By combining the computations in the steps (10e)-(10g), the Kalman predictor
dynamics is summarized as

x̂(k|k−1) = A(k)x̂(k−1|k−2)

+A(k)K(k−1)[y(k−1)− C(k−1)x̂(k−1|k−2)]

+B(k)u(k).

The homogeneous part of this iterative equation (from x̂(k−1|k−2) to x̂(k|k−1)) is

z(k|k−1) = A(k)[In −K(k−1)C(k−1)]z(k−1|k−2), (31)

which corresponds to the dynamics of the mathematical expectation of the state
prediction error, i.e.,

z(k|k−1) = E[x(k)− x̂(k|k−1)] (32)

with the initial condition z(1|0) = Ex(1)− x̂(1|0). For this reason, equation (31)
will be referred to as the Kalman predictor error dynamics equation.

The stability of predictor error dynamics (31) will be analyzed in this subsec-
tion.

In what follows, the shorter notation

z(k) , z(k|k−1) (33)

will be adopted, thus the predictor error dynamics equation (31) is rewritten as

z(k) = A(k)[In −K(k−1)C(k−1)]z(k−1). (34)

The observability of this “state equation”, when adjoined with the “output equa-
tion”3

ȳ(k) = C(k)z(k), (35)

will play a key role in the stability analysis of (34). The uniform complete
observability of the pair {A(k), C(k)} is assumed in this paper (see Section 3.2).
Notice that the two equations (34) and (35) can be rewritten in the equivalent
form

z(k) = A(k)z(k−1)−A(k)K(k−1)ȳ(k−1) (36a)

ȳ(k) = C(k)z(k). (36b)

3Again the fictive “output” ȳ(k) is introduced for stability analysis only. There is no need
to know or to measure it in a real Kalman filter implementation.
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By viewing A(k)K(k−1)ȳ(k−1) as a (known) input term, this system is clearly
observable, since the pair {A(k), C(k)} is assumed observable. Equivalently, the
system defined in (34) and (35) is also observable. Nevertheless, this intuitive
reasoning is not sufficient for the following stability analysis, which requires the
uniform complete observability of the pair {A(k)[In−K(k−1)C(k−1)], C(k)} (see
Definition 3), that is established in the following lemma.

Lemma 1. Let Φ̄(k, l) denote the state transition matrix of the homogeneous
iterative equation (34), such that z(k) = Φ̄(k, l)z(l). Under the assumptions
stated in Section 3.2, in particular the uniform complete observability of the pair
{A(k), C(k)} as defined in Definition 3, there exists a constant ρ3 > 0 such that

ρ3In ≤
k∑

s=k−h
Φ̄T (s, k)Λ(s)Φ̄(s, k) (37)

for all k ≥ h, with the same positive integer h as in (6), and Λ(s) =
CT (s)R−1(s)C(s) as defined in (14). �

A proof of this lemma is given in Appendix 1. The continuous time counterpart
of this result is known as part of the lemma on observability conservation by
output feedback (Anderson et al., 1986; Sastry and Bodson, 1989; Ioannou and
Sun, 1996; Zhang and Zhang, 2015). However, for discrete time systems, this
result seems not reported in the literature.

Theorem 1. Under the assumptions stated in Section 3.2, the Kalman predictor
error dynamics equation (31), which is also expressed in the shorter form (34),
is asymptotically stable. �

Proof. Define

V (z(k), k) , zT (k)P−1(k|k−1)z(k), (38)

which cannot be a Lyapunov function in the classical sense, because P (k|k−1)
does not have a strictly positive lower bound. The stability analysis based on
V (z(k), k) will not exactly follow the classical Lyapunov stability theory.

Substitute z(k) with (34), then

V (z(k), k) = zT (k−1)Ξ(k)z(k−1) (39)

with

Ξ(k) ,[In −K (k−1)C (k−1)]TAT (k)P−1(k|k−1)

·A(k)[In −K (k−1)C (k−1)]. (40)
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Rewrite (10a) as

AT (k)P−1(k|k−1)A(k) = P−1(k−1|k−1), (41)

then

Ξ(k) =[In −K (k−1)C (k−1)]TP−1(k−1|k−1)

· [In −K (k−1)C (k−1)]. (42)

It follows from (10d) that

[In −K (k−1)C (k−1)] = P (k−1|k−1)P−1(k−1|k−2), (43)

then

Ξ(k) =[In −K (k−1)C (k−1)]TP−1(k−1|k−1)

· P (k−1|k−1)P−1(k−1|k−2) (44)

=[In −K (k−1)C (k−1)]TP−1(k−1|k−2) (45)

=P−1(k−1|k−2)

− CT (k−1)KT (k−1)P−1(k−1|k−2). (46)

Rearrange (10c) as

KT (k−1)P−1(k−1|k−2) = Σ−1(k−1)C (k−1), (47)

then

Ξ(k) =P−1(k−1|k−2)

− CT (k−1)Σ−1(k−1)C (k−1) (48)

It is then derived from (39) and (38) that

V (z(k), k)− V (z(k−1), k−1)

= zT (k−1)Ξ(k)z(k−1)

− zT (k−1)P−1(k−1|k−2)z(k−1). (49)

Applying (48) yields

V (z(k), k)− V (z(k−1), k−1)

= −zT (k−1)CT (k−1)Σ−1(k−1)C (k−1)z(k−1). (50)

It has been shown that P (k|k−1) is an upper bounded positive definite matrix
(see Corollary 1), therefore C (k)P (k|k−1)CT (k) is positive semidefinite and upper
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bounded. It is assumed that the noise covariance matrix R(k) has a strictly
positive lower bound (See Section 3.2). Let σ1 > 0 be an upper bound of the
largest eigenvalue of C (k)P (k|k−1)CT (k) for all k ≥ 0, and σ2 > 0 be a lower
bound of the smallest eigenvalue of R(k) for all k ≥ 0. It then follows from (10b)
that

Σ(k) = C (k)P (k|k−1)CT (k) +R(k) (51)

≤ σ1
σ2
R(k) +R(k) (52)

= σ3R(k) (53)

with the positive constant σ3 , σ1/σ2 + 1.

It is then derived from (50) that

V (z(k), k)− V (z(k−1), k−1)

≤ − 1

σ3
zT (k−1)CT (k−1)R−1(k−1)C (k−1)z(k−1) (54)

= − 1

σ3
zT (k−1)Λ(k−1)z(k−1) (55)

≤ 0, (56)

where Λ(k−1) is as defined in (14).

This result implies that V (z(k), k) cannot increase with k, hence V (z(k), k) =
zT (k)P−1(k|k−1)z(k) is upper bounded. Moreover, P (k|k−1) is upper bounded
(see Corollary 1), therefore ‖z(k)‖ is also upper bounded. The iterative equa-
tion (34) is thus Lyapunov stable.

It still remains to show that ‖z(k)‖ → 0 for asymptotic stability.

Repeatedly applying inequality (55) yields

V (z(k+1), k+1)− V (z(k−h), k−h)

≤ − 1

σ3

k∑
s=k−h

zT (s)Λ(s)z(s) (57)

= − 1

σ3
zT (k)

k∑
s=k−h

Φ̄T (s, k)Λ(s)Φ̄(s, k)z(k). (58)

where Φ̄(s, k) is the state transition matrix of (34) such that z(s) = Φ̄(s, k)z(k),
as introduced in Lemma 1.

Applying Lemma 1 then yields

V (z(k+1), k+1)− V (z(k−h), k−h)

≤ −ρ3
σ3
‖z(k)‖2. (59)

13



In order to prove, by contradiction, the asymptotic stability of the iterative
equation (34), assume that ‖z(k)‖ does not tend to zero when k → ∞. This
assumption implies that there exists a constant ε > 0 such that for any (arbitrarily
large) integer κ, there exists k > κ such that ‖z(k)‖ > ε, hence

V (z(k+1), k+1)− V (z(k−h), k−h)

≤ −ρ3
σ3
ε2. (60)

Because κ can be arbitrarily large, there exist infinitely many such values
of k > κ, Moreover, it was already shown that the value of V (z(k), k) cannot
increase with the time index k. Inequality (60) then says that V (z(k), k) is
repeatedly decreased by ρ3ε

2/σ3 > 0 for larger and larger values of k, each
being distant of at least h from the previous k. Consequently, V (z(k), k) will
become negative for sufficiently large values of k. This is in contradiction with
the definition of V (z(k), k) in (38) which is positive definite. Therefore, it is
proved that ‖z(k)‖ tends to zero when k → +∞.

The asymptotic stability of the Kalman predictor error dynamics (34), or equiv-
alently (31), is then proved. �

5.3. Back to the Kalman filter error dynamics

Now let us consider the stability of the Kalman filter error dynamics as ex-
pressed in (26). Given the sequence z(k|k) satisfying the recursive equation (26),
let ζ(k) be another sequence such that

z(k|k) = [In −K(k)C(k)]ζ(k). (61)

According to Proposition 2 and Corollary 1, both P (k|k) and P (k|k − 1) are
positive definite, it then follows from (10d) that the matrix [In − K(k)C(k)] is
invertible.

Insert (61) into (26), then

[In −K(k)C(k)]ζ(k) = [In −K(k)C(k)]A(k)[In −K(k−1)C(k−1)]ζ(k−1). (62)

Remove the invertible factor [In −K(k)C(k)] from both sides, then

ζ(k) = A(k)[In −K(k−1)C(k−1)]ζ(k−1). (63)

This recursive equation is exactly the same as the predictor error dynamics equa-
tion (34), whose asymptotic stability has been shown in Theorem 1. Therefore,
the recursive equation (63) characterizing ζ(k) is asymptotically stable, i.e., ζ(k)
is bounded and tends to zero when k →∞.

The asymptotic stability of the recursive equation (26) satisfied by z(k|k) is
then established through z(k|k) = [In − K(k)C(k)]ζ(k), with bounded K(k)
(Corollary 1) and bounded C(k). This result is summarized as follows.

14



Corollary 2. Under the assumptions stated in Section 3.2, the Kalman filter
error dynamics equation (26) is asymptotically stable. �

6. Numerical examples

Two numerical examples are presented in this section to illustrate the asymp-
totic stability of the Kalman filter error dynamics and the boundedness of the
covariance matrix.

Example 1

Consider a piecewise constant system with

A(k) =

[
0.3 0.4
0 1.2

]
, C(k) =

[
−0.5 1

]
, R(k) = 0.01, for k < 10 (64)

and

A(k) =

[
−0.15 1
−0.2 −0.15

]
, C(k) =

[
−0.6 1

]
, R(k) = 0.01, for k ≥ 10. (65)

At k = 10, the system switches from an unstable model to a stable model. The
error dynamics of z(k|k) as defined in (26) and the covariance matrix P (k|k)
as computed through (10d) are fully characterized by A(k), C(k), R(k) and the
initial conditions z(0|0) = [1, 1]T , P (0|0) = I2. The trajectories of z(k|k) and
of the two eigenvalues of P (k|k) at every instant k are respectively illustrated in
Figure 1 and Figure 2. These results confirm that the error z(k|k) converge to
zero and the covariance P (k|k) is bounded.

Example 2

Instead of the piecewise constant system in the previous example, a system
varying at every time instant is considered in this example, with

A(k) =

[
1.2 1 + 0.5 cos(k)
0 0.5 + 0.2 ∗ sin(k)

]
, C(k) =

[
1 0

]
, R(k) = 0.01. (66)

The error dynamics of z(k|k) as defined in (26) and the covariance matrix P (k|k)
as computed through (10d) are fully characterized by A(k), C(k), R(k) and the
initial conditions z(0|0) = [1, 1]T , P (0|0) = I2. The trajectories of z(k|k) and
of the two eigenvalues of P (k|k) at every instant k are respectively illustrated in
Figure 3 and Figure 4. Again these results confirm that the error z(k|k) converge
to zero and the covariance P (k|k) is bounded.
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Figure 1: Trajectory of the two components of the filter error mean z(k|k) = E[x(k)− x̂(k|k)].
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Figure 2: Trajectory of the two eigenvalues of the covariance matrix P (k|k).

7. Conclusion

For any recursive algorithm running in real time, the boundedness of all the
involved variables is obviously an important property. It is established in this
paper that, when the Kalman filter is applied to discrete time OE systems, all
the iteratively computed variables are bounded, essentially under an observability
condition. It is further shown that the Kalman filter error dynamics is asymptot-
ically stable. Further analysis on convergence rates will be reported elsewhere,
due to space limitation of the present paper.

Since the zero covariance matrix Q(k) = 0 of the process noise may be seen
as a singularity, in practice it is possible to “regularize” by replacing the zero
matrix with some chosen (small) matrix. The classical stability results are then
applicable to the “regularized” Kalman filter. However, because a wrong covari-
ance matrix Q(k) is used, the resulting state estimation is no longer optimal in
the sense of minimum variance, and the innovation sequence of the Kalman filter
is no longer a white noise. The results of this paper show that there is no need
to “regularize” the zero covariance matrix, and the optimal Kalman filter for OE
systems is indeed stable under the uniform complete observability condition.
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Figure 3: Trajectory of the two components of the filter error mean z(k|k) = E[x(k)− x̂(k|k)].
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Figure 4: Trajectory of the two eigenvalues of the covariance matrix P (k|k). The logarithmic
scale reveals different behaviors of the two eigenvalues.

Appendix A. Proof of Lemma 1

Consider two discrete time state equations

x(s) = A(s)x(s−1) (A.1)

z(s) = A(s)[In −K (s−1)C (s−1)]z(s−1) (A.2)

with their states synchronized at instant k, i.e.,

x(k) = z(k) ∈ Rn. (A.3)

Let Φ(s, k) and Φ̄(s, k) denote respectively the state transition matrices of these
two systems, such that

x(s) = Φ(s, k)x(k) (A.4)

z(s) = Φ̄(s, k)z(k). (A.5)

Rewrite (A.2) as

z(s) = A(s)z(s−1)−A(s)K (s−1)C (s−1)z(s−1) (A.6)
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and treat −A(s)K (s−1)C (s−1)z(s−1) as an input term inserted into (A.1), then

z(s) =Φ(s, k)z(k)

−
s∑

p=k+1

Φ(s, p)A(p)K (p−1)C (p−1)z(p−1). (A.7)

In this equality, the usual notation convention of the sum for p = k+1, k+1, . . . , s
assumes that k<s. The same equality holds also when k ≥ s, but the sum is for
p = s, s+1, . . . , k+1, and the equality is accordingly written as

z(s) =Φ(s, k)z(k)

−
k+1∑
p=s

Φ(s, p)A(p)K (p−1)C (p−1)z(p−1). (A.8)

This form will be used in what follows, by assuming s ≤ k.

Because of (A.3) and (A.4), Φ(s, k)z(k) = x(s), it then follows from (A.8) that

x(s) =z(s) +

k+1∑
p=s

Φ(s, p)A(p)K (p−1)C (p−1)z(p−1). (A.9)

In what follows, the indexes s and p are restricted such that |p − s| ≤ h, with
the integer h as in (6), then Φ(s, p) with such restricted indexes is bounded. Left

multiply both sides of (A.9) by R−
1
2 (s)C (s) and simplify the writing of the result

as

R−
1
2 (s)C (s)x(s) =

k∑
p=s

Ψ(p)C (p)z(p) (A.10)

for appropriate matrices Ψ(p) ∈ Rm×m, which are bounded due to the bounded-

ness of the involved matrices R−
1
2 (s), C (s),Φ(s, p), A(p) and K (p−1).

Apply the triangular inequality

‖R−
1
2 (s)C (s)x(s)‖ ≤

k∑
p=s

‖Ψ(p)C (p)z(p)‖ (A.11)

and take the squares of both sides

‖R−
1
2 (s)C (s)x(s)‖2 ≤

[
k∑

p=s

‖Ψ(p)C (p)z(p)‖

]2
. (A.12)
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Apply the Schwarz inequality (for u(p) ∈ R, v(p) ∈ R)[
k∑

p=s

u(p)v(p)

]2
≤

k∑
p=s

u2(p)

k∑
p=s

v2(p)

with u(p) = 1 and v(p) = ‖Ψ(p)C (p)z(p)‖, then

‖R−
1
2 (s)C (s)x(s)‖2 ≤ (k − s+ 1)

k∑
p=s

‖Ψ(p)C (p)z(p)‖2

≤ (k − s+ 1)
k∑

p=s

‖Ψ(p)‖2 · ‖C (p)z(p)‖2

≤ (k − s+ 1)c1

k∑
p=s

‖C (p)z(p)‖2

where c1 is the upper bound of ‖Ψ(p)‖2. Then

k∑
s=k−h

‖R−
1
2 (s)C (s)x(s)‖2 (A.13)

≤ (h+ 1)c1

k∑
s=k−h

k∑
p=s

‖C (p)z(p)‖2 (A.14)

≤ (h+ 1)c1c2

k∑
p=k−h

‖C (p)z(p)‖2 (A.15)

where c2 = h + 1 is to account for the fact that in the double sum each term
‖C (p)z(p)‖2 appears not more than h+ 1 times.

By inserting upper bounded R(s) in the right hand side, there exists a constant
c3 > 0 such that

k∑
s=k−h

‖R−
1
2 (s)C (s)x(s)‖2 ≤ c3

k∑
p=k−h

‖R−
1
2 (p)C (p)z(p)‖2.

Then, by substituting with x(s) = Φ(s, k)x(k) and z(p) = Φ̄(p, k)z(k)

xT (k)
k∑

s=k−h
ΦT (s, k)CT (s)R−1(s)C (s)Φ(s, k)x(k)

≤ c3zT (k)

k∑
p=k−h

Φ̄T (p, k)CT (p)R−1(p)C (p)Φ̄(p, k)z(k)
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This last inequality holds for any x(k) = z(k) ∈ Rn, hence by recalling inequal-
ity (6),

ρ1In ≤
k∑

s=k−h
ΦT (s, k)CT (s)R−1(s)C (s)Φ(s, k) (A.16)

≤ c3
k∑

p=k−h
Φ̄T (p, k)CT (p)R−1(p)C (p)Φ̄(p, k). (A.17)

Lemma 1 is then established with ρ3 = ρ1/c3. �
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