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A novel strategy to solve the finite volume discretization of the unsteady Euler equations 
within the Arbitrary Lagrangian–Eulerian framework over tetrahedral adaptive grids is 
proposed. The volume changes due to local mesh adaptation are treated as continuous 
deformations of the finite volumes and they are taken into account by adding fictitious 
numerical fluxes to the governing equation. This peculiar interpretation enables to avoid 
any explicit interpolation of the solution between different grids and to compute grid 
velocities so that the Geometric Conservation Law is automatically fulfilled also for 
connectivity changes. The solution on the new grid is obtained through standard ALE 
techniques, thus preserving the underlying scheme properties, such as conservativeness, 
stability and monotonicity. The adaptation procedure includes node insertion, node 
deletion, edge swapping and points relocation and it is exploited both to enhance grid 
quality after the boundary movement and to modify the grid spacing to increase solution 
accuracy. The presented approach is assessed by three-dimensional simulations of steady 
and unsteady flow fields. The capability of dealing with large boundary displacements is 
demonstrated by computing the flow around the translating infinite- and finite-span NACA 
0012 wing moving through the domain at the flight speed. The proposed adaptive scheme 
is applied also to the simulation of a pitching infinite-span wing, where the bi-dimensional 
character of the flow is well reproduced despite the three-dimensional unstructured grid. 
Finally, the scheme is exploited in a piston-induced shock-tube problem to take into 
account simultaneously the large deformation of the domain and the shock wave. In all 
tests, mesh adaptation plays a crucial role.
© 2017 The Authors. Published by Elsevier Inc. This is an open access article under the CC 

BY license (http://creativecommons.org/licenses/by/4.0/).

1. Introduction

The numerical simulation of unsteady fluid dynamics and continuum mechanics problems often requires to deal with 
large deformations of the computational domain and, at the same time, to precisely represent the boundaries and/or the 
interfaces of multi-material systems. The capability to cope with both requirements is determined by the choice of the 
kinematic description, which expresses the relationship between the deforming continuum and the computational grid. The 
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Arbitrary Lagrangian–Eulerian (ALE) method [1] is a popular framework used to tackle moving boundary problems. Within 
this formulation, the mesh is neither fixed in space (as in the Eulerian viewpoint) nor attached to the material particle 
(as in the Lagrangian one) but it moves independently so e.g. to follow the domain boundary or interfaces. The governing 
equations are therefore enforced over deforming control volumes. This feature allows both to accurately track boundaries 
and interfaces and to easily deal with distortions of the continuum domain, capabilities that make ALE approach widely used 
in fluid–structure interaction problems [2–8], in multi-material simulations [9–13] and in shock hydrodynamics [14–16].

The key points of standard ALE algorithms with fixed grid connectivity consist in a classical Lagrangian step in which 
the grid is moved to follow the continuum, a re-zone phase during which the grid points are displaced to enhance quality 
and the re-mapping phase wherein the solution is advected or interpolated from the old to the enhanced grid. Several 
contributions are available in literature about each single phases. For instance, a description of the most popular approaches 
for re-zoning can be found in [17,7] and references therein. For what concerns the re-map step, the solution interpolation 
must be conservative, accurate and must preserve monotonicity of the solution. A very effective approach that satisfies 
all this requirements is based on the integration of the volume swept by the cells during the re-zone phase, followed 
by a repair step in which mass is re-distributed between neighboring cells to ensure local bound preservation [18–20]. 
Other techniques exploit the Flux-Corrected Transport method to enforce monotonicity, by combining low-order fluxes with 
high-order ones [21,14,22].

In addition to algorithms that implement separately the three ALE phases, schemes that do not perform explicitly the 
re-map phase but embed it into the solution update are also available [2,23–25,15,26]. In this case, the governing equations 
are solved directly within the ALE framework, by taking into account the motion of the control volumes. Also high-order 
(more than second) schemes have been proposed, as for example [27,28].

Although it can be obtained quite straightforwardly from the standard Eulerian formulation, the ALE formulation includes 
some time-dependent geometric quantities involving positions and velocities of the grid nodes that have to be properly eval-
uated. To this end, the Geometric Conservation Law (GCL) and its discrete counterpart—the Discrete Geometric Conservation 
Law (DGCL) [3]—play a crucial role. This consistency condition states that a numerical scheme designed to enforce the 
governing equations over a moving grid should preserve a uniform flow. The GCL can be enforced by an appropriate com-
putation of the geometric quantities. Fulfilling the DGCL is a sufficient condition to be at least first-order time-accurate [29], 
although it is neither a necessary nor a sufficient condition for high-order accuracy [23]. On the other hand, its fulfillment is 
a necessary and sufficient condition for preserving non-linear stability [5]. Therefore, it is generally accepted that satisfying 
the DCGL improves time accuracy, numerical stability and avoids spurious oscillations [30,24]. An updated and comprehen-
sive review of this subject can be found in [31]. Note that the scheme conservativeness is of paramount importance in 
fluid–structure interaction and aeroelastic problems, where violating the DGCL may lead to an erroneous computation of 
the flutter velocity [3].

Most of the standard ALE schemes use fixed mesh topology, namely the re-zoning phase aims at modifying only the 
position of the grid nodes without changing the connectivity. This constraint results in a limitation on the deformation that 
the grid is able to tackle, because large displacements of the nodes may lead to entangled, and thus invalid, elements. More-
over, since the grid nodes are moved from one grid region to another, only a limited control over the mesh resolution can 
be generally achieved [32]. To overcome this drawback, some adaptive re-zone approaches have been proposed. Adaptive 
Mesh Refinement within the ALE framework has been used to insert (or delete) grid nodes in structured grids by Ander-
son et al. [33] and by Morrell et al. [34], but both approaches are based on an underlying fixed connectivity, because only 
the cell of the initial grid can be sub-divided [32]. In order to avoid mesh entanglement, the generation of a new dual mesh 
at each time step is proposed by Springel [35]. This techniques relies upon the fact that the nodes of the Voronoi mesh 
generated from a moving Delaunay triangulation experience always a continuous deformation, even if the mesh-generating 
points move discontinuously. Alternatively, local mesh adaptation techniques [36–39] may be exploited to enhance grid 
quality after mesh deformation and to improve solution accuracy in moving-boundary problems, as for instance in [40–43]. 
Unfortunately, this operation requires a non-trivial interpolation of the solution from the old grid to the new one, that may 
originate problems in enforcing conservativeness and monotonicity and complicate the implementation of multi-step time 
integration algorithms [44].

The extension of ALE schemes variable topology grids has been investigated instead in [32,45], where the edge swap-
ping techniques has been exploited to modify the grid without changing the number of grid nodes. Furthermore, several 
techniques, see for instance [46,47] for 2D and [48–51] for 3D, propose to treat grid connectivity changes within the ALE 
framework thanks to an explicit interpolation of the solution from the old to the new grid, which however may leads to the 
same drawbacks highlighted before. An alternative approach, available only for 2D problems to authors’ knowledge, consists 
in the so-called space–time meshes that allow to handle large boundary movements within the ALE formulation by treating 
the time as the third spatial dimension [52,53]. Finally, the recent work of Barral and co-workers [54] proposes an ALE 
formulation for moving boundary problems able to deal with connectivity changes due to mesh adaptation thanks to the 
interpolation scheme described in [55], which, however, is conservative only if the volume of the domain does not change, 
i.e. if its boundaries do not match between consecutive time steps an error in the global mass conservation is introduced.

A different approach has been recently proposed by Isola and co-workers [56,57], who developed a novel node-centered 
finite-volume ALE scheme for fully-adaptive bi-dimensional grids. Changes in both the grid connectivity and the number 
of nodes due to edge-swapping, grid refinement and coarsening are allowed. This strategy is here extended to adaptive 
three-dimensional grids. Within the proposed approach, the insertion or deletion of a new node is interpreted as a series of 
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fictitious continuous deformations of the finite volumes associated to the nodes involved in the modification. The additional 
deformations due to grid adaptation result in additional fictitious ALE fluxes, which can be easily taken into account by 
standard ALE techniques, without requiring any explicit interpolation of the solution over the new grid. Admittedly, as 
observed in [56], the ALE mapping is indeed equivalent to an interpolation, but it does not require any special treatment to 
guarantee the conservativeness, the monotonicity and accuracy of the scheme. Moreover, also geometric quantities involved 
in this fictitious deformation are evaluated so that the DGCL is automatically enforced even in presence of topology changes. 
No special treatments or interpolations are required to implement multi-step time-integration techniques.

A challenging aspect regarding the extension of the interpolation-free ALE scheme in [56,57] to unstructured three-
dimensional meshes concerns the variable local topology of the tetrahedral grids, which requires one to handle a variable 
number of elements involved for the local grid modification (with the exception of the split of a single element in four). 
Consider for example a node insertion by edge split. In a triangular grid, only two elements share an edge, so when the 
edge is split only these two elements have to be modified. Conversely, in tetrahedral grid, an edge can be shared by an 
arbitrary number of elements, so an arbitrary number of finite volumes have to be included in the series of fictitious 
continuous deformations used to treat conservatively the connectivity change within the ALE framework. Furthermore, the 
three-dimensional version introduced in this work is capable to deal with a broader suite of adaptation procedures than 
the one described in [56], including node insertion by the Delaunay triangulation. This technique consists in re-generating 
a local portion of the triangulation and new elements inserted in this way show usually better qualities than the ones 
created through edge split [58]. In order to effectively deal with the different aspects that characterize mesh adaptation in 
three dimensions, as for instance also the multiple options that are available for an edge swapping, the external re-mesher
Mmg3d [59] is exploited in the present work.

The paper is organized as follows. First, in Section 2 the finite-volume edge-base ALE scheme for dynamic grids with 
fixed connectivity is presented to introduce the relevant concepts and the notation. The evaluation of some key quantities 
is explained in Subsections 2.2 and 2.4. Section 3 describes the modification required for its extension to adaptive grid. In 
particular, Subsection 3.1 details the three-steps procedure that enables the interpretation of the grid connectivity changes 
as series of fictitious continuous deformations for a tetrahedral grid. Then, a brief outline of the mesh adaptation techniques 
used in the numerical experiments is given Section 4. Afterwards, the results obtained with the proposed approach are 
presented in Section 5. Subsections 5.4 and 5.3 illustrate the results for a flow around an infinite-span wing traveling 
through the domain at the flight velocity for one chord and experiencing a pitching motion, respectively. In Subsection 5.4, 
the experiment of a wing translating through the domain is presented for a finite-span wing. Subsections 5.5 and 5.6 show 
the results obtained in tests characterized by large boundary displacements. Finally, the conclusions of the present work are 
drawn in Section 6.

2. Finite-volume ALE scheme for dynamic meshes

The Euler equations describe the behavior of compressible inviscid fluid flows and for sufficiently high Reynolds number 
flows around aerodynamic bodies they provide an accurate representation, except in the thin, boundary layer regions close 
to solid walls. In the ALE framework for a control volume C(t) ∈ ! contained in the domain !(t) and moving at velocity 
v(x, t), the Euler equations read

d
dt

∫

C(t)

u dx +
∮

∂C(t)

[f(u) − uv] · n ds = 0, (1)

where x ∈ ! ⊆ R3 is the position vector, t ∈ R+ is the time, u is the vector of conservative variables, f(u) is the inviscid 
flux and n(s, t) ∈ R3 is the outward unit vector normal to the boundary ∂C of the control volume C , which is function 
of the boundary coordinate s ∈ ∂! ⊆ R2 and of time. The vector of conservative variables u : ! × R+ → R5 is defined as 
u = [ρ, m, Et]T, with ρ the density, m the momentum density and E t the total (internal plus kinetic) energy density, while 
the flux function f is defined as

f(u) =
[

m, m ⊗ m/ρ + $(u)I3,
(

Et + $(u)
)

m/ρ
]T (2)

where $(u) = $(ρ, m, Et) is the pressure function, which depends on the thermodynamic model, and I3 is the 3 × 3
identity matrix. In the present work, the polytropic ideal gas model is adopted to describe the behavior of the fluid. To 
make the governing equations (1) complete, suitable initial and boundary conditions must be specified [60].

As anticipated in Section 1, when solving the governing equations over moving grids, the fulfillment of the GCL is 
beneficial to avoid spurious oscillations and preserve non-linear stability [3,5,30,24]. To this end, the ALE scheme has to 
compute exactly the trivial solution of a uniform flow over a moving domain. Applying this requirement to Equations (1)
leads to the following GCL:

d
dt

∫

C(t)

dx =
∮

∂C(t)

v · n ds, (3)
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Fig. 1. Cell interface definition between two tetrahedral elements. The portion of the finite volumes surrounding the nodes i and k associated to the four 
tetrahedral elements defined by the grid nodes i, k, v1, v2, v3, v4 are shown. In the left picture, domain grid elements are considered, while in the right 
one the faces i–v2–k and i–k–v4 lie on the boundary ∂!. Grid edges are drawn by black lines. The portions of Ci and Ck are painted respectively blue 

and green , while their boundaries ∂Ci and ∂Ck are darker, i.e. and . The red color identifies the cell interface ∂Cik = ∂Ci ∩ ∂Ck , which is 
shown entirely. For the boundary case (at right), the patterns and indicate the boundary interfaces ∂Ci ∩ ∂! and ∂Ck ∩ ∂!. (For interpretation of the 
references to color in this figure legend, the reader is referred to the web version of this article.)

which can be viewed as a supplementary constraint to the flow equations (1) that the grid velocity has to fulfill during the 
motion.

2.1. Finite volume discretization within the node-pair representation

The spatially-discrete counterpart of the Euler equations (1) over a dynamic unstructured grid is obtained here through 
the finite volume formulation. A thorough description of this process can be found in [57,56]; here only the main steps are 
briefly recalled to introduce the nomenclature used in the following.

The domain is split into NV non-overlapping volumes and a node-centered approach is adopted. As shown in Fig. 1, 
the control volume Ci(t) that surrounds the node i is composed by a portion of all grid elements sharing the node i. The 
portion of the boundary that it shares with its neighboring volume k, i.e. ∂Cik(t) = ∂Ci ∩ ∂Ck , is usually referred to as cell 
interface and it is associated to the node-pair ik, that is the couple of interacting nodes i and k [61]. Then, given a general 
approximation % of the integral of the numerical flux across this interface, and a similar %∂ for the eventual flux across the 
portion of ∂Ci that lies on the boundary, the node-pair representation of the Euler equations for each finite volume reads

d
dt

[V iui] =
∑

k∈Ki,≠

%(ui,uk,νik, η̂ik,ηik) + %∂ (ui,νi, ξ̂ i, ξi) ∀i ∈ K (4)

where V i is the cell volume, ui is the cell-averaged value of the solution, K is the set of all finite volumes and Ki,≠ is 
the subset of those finite volumes sharing a portion of their cell interface with i, i.e. Ki,≠ = {k ∈ K,k ≠ i | ∂Ci ∩ ∂Ck ≠ ∅}. 
Moreover, the metric quantities ηik , νik , ξ i , νi have been introduced [62]. They are the integrated normal (ηik , ξ i ) and the 
interface velocities (νik , νi ) of the interface ∂Cik and of the boundary interface associated to the node i, respectively, and 
are defined as

ηik =
∫

∂Cik

ni dx , νik =
∫

∂Cik

v · ni dx , ξ i =
∫

∂Ci∩∂!

ni dx νi =
∫

∂Ci∩∂!

v · ni dx (5)

and, according to the standard vector notation, ηik = |ηik|, η̂ik = ηik/ηik , ξi = |ξ i | and ξ̂ i = ξ i/ξi . Although it is not explicitly 
written to lighten the notation, metric quantities depend on time as well as the cell interfaces because of grid points motion. 
Their expressions in terms of grid nodes position are given in Subsection 2.2.

In this work, the Total Variation Diminishing (TVD) approach is used to obtained the high-resolution expression for the 
integrated numerical domain fluxes [60,63]. The van Leer limiter [64] is used to switch from the second-order centered 
approximation to the first-order upwind scheme of Roe [65] near discontinuities. Boundary conditions are enforced in a 
weak form, i.e. by evaluating the boundary flux %∂ in a suitable boundary state [56].

The same spatial discretization is applied now to the GCL condition (3), i.e.

dV i(t)
dt

=
∫

∂Ci(t)

v · ni dx =
∑

k∈Ki,≠

νik(t) + νi(t) ∀i ∈ K . (6)
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Fig. 2. Metrics definition in node-pair representation for an element with a face on the boundary. The six triangular facets defining the domain contribution 
of the considered element m to the ∂Ci are depicted in blue . Each interface portion has as vertices the barycenter of the element , of a face and of 
an edge . The red pattern highlights the triangular facet ∂Cm

ik, f , related to the face i– j–k. Considering that the face i–v– j lies on the boundary and it 
forms the boundary element m∂ , the green pattern depicts the boundary elemental portion over which the elemental contribution ξm∂

i, f ∂ is computed, 
where the considered face f ∂ is the edge i–v . Finally, the volume V m

ik, f of the sub-tetrahedron that has ∂Cm
ik, f as base and the node i as opposite vertex is 

shown in light blue . (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

The previous equation can be automatically satisfied by splitting the derivative of the cell volume into the volume swept by 
the interface ∂Cik and ∂Ci ∩ ∂!, respectively, namely dV i(t)

dt = ∑
Ki,≠

dV ik
dt + dV i,∂

dt . The so-called Interface Velocities Consis-
tency (IVC) conditions [66] are so obtained

dV ik(t)
dt

= νik(t) ∀k ∈ Ki,≠ and
dV i,∂ (t)

dt
= νi(t) if i ∈ K∂ , (7)

where K∂ is the set of boundary nodes. Relations (7), given a known grid motion, allow to compute a value of the interface 
velocities that automatically satisfies the GCL constraint and they complement the System (4) made of 5 × NV Ordinary 
Differential Equations.

2.2. Metric computation on tetrahedral grids

The expression for the metric quantities and the cell volume in Equation (4) are now obtained in terms of the nodes 
positions for tetrahedral grids, on which the node-pairs correspond to the edges. From Fig. 1, it could be noticed that the 
generic cell interface ∂Cik is composed by different contributions pertaining to all grid elements that share the edge ik. 
Considering only the elemental interface contribution ∂Cm

ik from the element m, it is composed by two triangular facets 
∂Cm

ik, f stemming from the different faces f of the tetrahedron m to which the edge ik belongs. The three nodes of these 
facets are the barycenters of the element xm , of the edge xik and of the face x f (Fig. 2). According to this partition of 
the interface, the integrated normals are computed on each triangular facets and then summed together. The elemental 
contribution to the integrated normal ηik of the element m for the face f can be therefore computed as

ηm
ik, f = −1/2

(
x f − xm

)
× (xik − xm) . (8)

Similarly, the boundary elemental contribution is computed over the triangle formed by the boundary node i, the 
barycenters of the boundary element m∂ and of its face f ∂ , namely

ξm∂

i, f ∂ = −1/2
(
x f ∂ − xm∂

)
×

(
xi − x f ∂

)
.

The metric vectors ηik and ξ i can be then computed by summing all the elemental contributions

ηik =
∑

m∈εi∩εk

∑

f ∈Fik,m

ηm
ik, f and ξ i =

∑

m∂∈ε∂
i

∑

f ∈Fi,m∂

ξm∂

i, f ∂ , (9)

where εi and εk are the set of the elements sharing the node i and k, respectively, ε∂
i is the set of boundary elements 

sharing the nodes i, Fik,m (and Fi,m∂ ) is the set of faces of m (m∂ ) sharing the edge ik (node i). The intersection εi ∩ εk
denotes the set of all elements sharing the edge ik. When summing all contributions, particular care must be taken to 
preserve the correct orientation of the metric vectors, because Equation (8) assumes that the contribution ηm

ik, f is oriented 
as the local edge ik of the face f , which may be different to the global orientation of the edge. Conversely, the boundary 
elemental contributions are computed always as oriented outwards the domain.
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Fig. 3. Volume swept by the elemental interface ∂Cm
ik, f , during the time interval tn ≤ t ≤ tn+1, as the result of the displacement of the nodes from their 

positions xn to xn+1. The red pattern highlights the elemental interface ∂Cm
ik, f , while the red area depicts the swept volume *V m,n

ik, f . (For interpretation 
of the references to color in this figure legend, the reader is referred to the web version of this article.)

Also the volume V i of the finite volume Ci is computed by summing elemental contributions. According to the subdivi-
sion described above, each tetrahedron is split into 24 sub-tetrahedra, each having the triangular facet ∂Cm

ik, f as base and 
the node i or k as the opposite vertex. Thus, the volume of the finite volume Ci is computed as

V i =
∑

m∈εi

∑

k∈Km
i,≠

∑

f ∈Fik,m

V m
ik, f , with V m

ik, f = 1
3

(xm × xi) · ηik, f , (10)

where Km
i,≠ are the three vertices of the tetrahedron m different from i.

The proposed node-pair finite volumes discretization is very standard and straightforward to be implemented. After the 
median-dual mesh is generated and the edge structure computed, no information about elements is required by the flow 
solver [67,68]. Note that the edge-based representation here described is independent from the type of element of the initial 
grid and it is therefore very suitable for hybrid grids made of elements of different types [69]. Moreover, Selmin [61] and 
Selmin and Formaggia [62] proved that for fixed simplex grids (triangular in 2D and tetrahedral in 3D) the described finite 
volume discretization is equivalent to a finite element one with linear elements, except a different treatment of boundary 
terms.

2.3. Time integration of the ALE equations

Equations (4) and (6) are integrated in time with the Backward Euler scheme. The fully-discrete system of the governing 
ALE equations therefore, reads

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

V n+1
i un+1

i − V n
i un

i = *t
[ ∑

k∈Ki,≠

%(ui,uk,νik, η̂ik,ηik)
n+1 + %∂ (ui,νi, ξ̂ i, ξi)

n+1
]
, i ∈ K

*V n+1
ik = *t νn+1

ik , k ∈ Ki,≠

*V n+1
i,∂ = *t νn+1

i , i ∈ K∂

(11)

where *V n+1
ik and *V n+1

i,∂ are the volume swept by the interfaces ∂Cik and ∂Ci ∩ ∂! during the time step *tn = tn+1 − tn , 
see Fig. 3. Explicit expressions for the swept volumes are given in the following Subsection 2.4.

In the previous system, all quantities at time tn are known, as well as all the grid-dependent quantities since grid motion 
is known. Thus, the two last equations are not coupled to the Euler equations. However, the coupled form of this system is 
preferred here to highlight the existence of the consistency constraints, see Equation (7), on the interface velocities.

A pseudo-time step method is used to solve the non-linear System (11) [70]. At each pseudo step, a modified Newton 
method is used to solve the linear system, in which, according to the defect-correction approach, the exact Jacobian of the 
integrated flux function is replaced by an approximated one [71].

2.4. Interface velocity computation on tetrahedral grids

The last two equations in System (11) are the so-called Discrete Geometric Conservation Laws (DGCL) [5], which are 
obtained by integrating in time the GCL condition (3). The DGCL states that the variation in volume in a certain time 
interval should balance the volume swept by its boundary during the same interval. In System (11), this constraint is 
matched by computing each interface velocity, νik and νi , in terms of the volume swept by the corresponding portion of 
the cell interface, i.e. *V ik and *V i,∂ respectively.
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The swept volumes are computed by recasting to the same interface partition introduced in Subsection 2.2. Thus, the 
volume swept by a domain interface is

*V ik =
tn+1∫

tn

∫

∂Cik

v(t) · ni(t)dx dt =
∑

m∈εi∩εk

∑

f ∈Fik,m

*V m
ik, f ,

where *V m
ik, f is the volume swept by ∂Cm

ik, f , as shown in Fig. 3. Assuming a constant velocity of the grid points during the 
time step, it can be evaluated as

*V m,n
ik, f =

vn
m + vn

f + vn
ik

3
·

tn+1∫

tn

ηm
ik, f (t) dt (12)

where vn
j = (xn+1

j − xn
j )/*tn are the velocities of the barycenters of the element xm , of the face x f and of the edge xik , 

for j = m, f , ik, respectively. Considering a linear function for the point position, i.e. x j(t) = xn
j + vn

j (t − tn), the integrated 
normal portion ηm

ik, f (t) results

ηm
ik, f (t) = ηn

ik + t − tn

*tn

[
−3ηn

ik + 4η
n+ 1

2
ik − ηn+1

ik

]
+ 2

(
t − tn

*tn

)2 [
ηn

ik − 2η
n+ 1

2
ik + ηn+1

ik

]
(13)

where the indices f and m are omitted in the right side to simplify the notation and ηn+ 1
2

ik is defined as

η
n+ 1

2
ik = 1/4(ηn

ik + ηn+1
ik ) − 1/8

[
(xn

f − xn
m) × (xn+1

ik − xn+1
m ) + (xn+1

f − xn+1
m ) × (xn

ik − xn
m)

]
. (14)

Finally, integrating in time and substituting the expressions for the velocities of the points, the equation for the volume 
swept by the interface ∂Cm

ik, f during the time step *tn is obtained:

*V m,n
ik, f = 1

18
(xn+1

m − xn
m + xn+1

f − xn
f + xn+1

ik − xn
ik) · (ηm,n

ik, f + ηm,n+1
ik, f + 4η

m,n+ 1
2

ik, f ) . (15)

With a similar procedure, the following expression for the volume swept by a boundary interface is obtained

*V m∂ ,n
i, f ∂ = 1

18

(
xn+1

m∂ − xn
m∂ + xn+1

f ∂ − xn
f ∂ + xn+1

i − xn
i

)
·
(
ξm∂ ,n

i, f ∂ + ξm∂ ,n+1
i, f ∂ + 4ξ

m∂ ,n+ 1
2

i, f ∂

)
, (16)

with ξn+ 1
2

i, f ∂ = 1/4(ξn
i + ξn+1

i ) ± 1/8 
[
(xn

m − xn
f ) × (xn+1

i − xn+1
f ) + (xn+1

m − xn+1
f ) × (xn

i − xn
f )

]
where the sign ± depends on 

whether i is the first (−) or second (+) node of the node-pair corresponding to the face f ∂ .

3. Conservative ALE scheme for adaptive meshes

In the previous section the IVC conditions, solved along with the Euler equations in System (11), were shown to guaran-
tee the fulfillment of the DGCL on dynamic grids with fixed connectivity. More precisely, the change in position and shape 
of the finite volumes can be easily taken into account by computing the interface velocities as the sum of the volume swept 
by the interfaces during the grid deformation. This technique is now extended to adaptive grids with variable connectivity 
by means of the three-steps procedure proposed by Guardone and co-workers for bi-dimensional problems [57,56], that al-
lows to compute the swept volume also in presence of topology changes. This contribution, labeled *V A

ik to highlight that it 
originates from a connectivity modification, is then summed to the one due to simple deformation, labeled *V D

ik . Then the 
IVC-compliant interface velocities are computed from the last two relations of System (11) considering *V ik = *V D

ik +*V A
ik . 

A thorough description of this procedure for triangular grids in two dimensions can be found in [57,56], while here its ap-
plication to tetrahedral grids is detailed, followed by the final systems of ALE governing equations for adaptive grids.

3.1. Continuous interpretation of topology modifications

The fundamental idea of the three-steps procedure is to describe the grid modification as a sequence of fictitious con-
tinuous deformations for which the volumes swept by cell interfaces can be computed from Equations (15) and (16). This 
can be accomplished by the following three-steps procedure, in which a fictitious time ζ is used to better distinguish the 
different phases, with the initial configuration at ζ = 0 and the final one at ζ = 1.

1. Collapse, 0 < ζ < 0.5: all elements involved in the local modification collapse into an arbitrary point.
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Fig. 4. Exemplary three-steps procedure applied to the splitting of the edge ik. The portions of the finite volumes pertaining to the polyhedron 
i–k–v1–v2–v3–v4 and associated to the nodes i, k and j are shown, respectively, with blue , green , and red (the darker colors refer to 
the boundaries of the finite volumes). The procedure begins with the collapse phase. The connectivity change, shown in the third and fourth pictures, 
occurs at ζ = 0.5 when the surface of the involved interfaces has null area. Then, the expansion takes place: the nodes i, k, v1, v2, v3, v4 return to their 
original positions and the new finite volume C j expands to reach the final configuration (at ζ = 1). For 0 < ζ < 1, the grey lines show the grid connectivity 
in the original/final configuration as a reference. (For interpretation of the references to color in this figure legend, the reader is referred to the web version 
of this article.)

Fig. 5. Local character of connectivity modifications, example for an edge split in 2D. The initial and the final configuration for the split of the edge ik are 
shown overlapped. The boundaries of the finite volumes associated to i and k are drawn with different lines to display the modifications due to the edge 
split. The polyhedron formed by the union of the involved elements consists in the quadrilateral i–k–v1–v2. Outside this region, there are no differences 
between the initial and the final configuration.

2. Connectivity change, ζ = 0.5: when all involved elements reach null volumes, nodes may be inserted or deleted.
3. Expansion, 0.5 < ζ < 1: all elements still active (i.e. not deleted at ζ = 0.5) expand to the final configuration.

Fig. 4 shows the application of the three-steps procedure to an edge split, which consists in the insertion of a new node 
along a grid edge. With reference to Fig. 4, consider that the edge between node i and k has to be split to insert the new 
node j. This modification involves all the elements that share initially the edge ik, that are the four elements shown in the 
picture, because the finite volumes associate to nodes i, k, v1, v2, v3, v4 have to be modified to generate the new volume 
associated with the new node. Once the involved elements have been identified, the collapse phase can be carried out. At 
this point, the new node is inserted and connected with the existing ones to generate new tetrahedra. Finally, the elements 
expand towards the final configuration, which comprehends the new finite volume associated to the node j.

The collapse and the expansion phase are simply continuous deformations, therefore the swept volumes can be computed 
from Equations (15) and (16). Conversely, since the connectivity change occurs while the elements have null volume—and 
the interfaces have null area—no volume is swept by any interface in this phase. Thus, the connectivity change has no 
effects in terms of interface velocities or DGCL satisfaction and it does not generate any numerical fluxes. The complete 
contribution to the swept volume due to adaptation *V A

ik is given by the sum of the volume swept during the collapse and 
the expansion phases. It is important to notice the local character of the modification: the external faces of the polyhedron 
formed by the union of the involved elements remain unchanged, see Fig. 5 for a 2D example. Indeed, since no variation 
occurs in the grid elements outside the polyhedron, no variation occurs in the finite volumes either. Then, the volume swept 
by the interfaces located outside the polyhedron during the whole procedure is null, because the interfaces sweep the same 
volume but with opposite signs during the collapse and the expansion steps.

The three-steps procedure is general and it can be exploited to compute the IVC-compliant interface velocities in case of 
different local mesh adaptation techniques, like node insertion, node deletion and edge swap. Clearly, the elements involved 
are different depending on the grid modification. Table 1 describes the elements involved and the collapse point for all the 
local adaptation techniques used in the present work.

For instance, Fig. 6 shows how this procedure is applied to the edge collapse, during which the node j is collapsed 
over the node i. In this case the initial configuration contains elements that have to be removed to comply with the new 



34 B. Re et al. / Journal of Computational Physics 340 (2017) 26–54

Table 1
Three-steps procedure details for the considered local mesh adaptation techniques. For each technique 
adopted in the present work, the elements composing the polyhedron that delimits the finite volumes 
influenced by the grid modification are indicated, along with the chosen collapse points.

Adaptation Polyhedron made by Collapse point

Edge split Elements sharing the edge New node
Element split Element to split New node
Delaunay insertion Elements in the cavity New node
Edge collapse Elements sharing the node to be deleted Node to be deleted

Fig. 6. Three-steps procedure applied to the collapse of the edge i j. The portions of the finite volumes pertaining to the polyhedron i–k–v1–v2–v3–v4 and 
associated to the nodes i, k and j are shown, respectively, with blue , green , and red (the darker colors refer to the boundaries of the finite 
volumes). At ζ = 0.5 (third and fourth pictures), the node j is collapsed over the node i. The elements that share the edge i j are deleted, while for the 
other elements the node j is substituted by the node i. Finally, only the elements that are not deleted are expanded to reach the final configuration (at 
ζ = 1). The grey lines show the grid connectivity in the original/final configuration, for 0 < ζ < 1. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)

topology. Indeed, these elements are deleted at ζ = 0.5 and they do not take part to the expansion phase. Also the finite 
volume connected to the node j is deleted at ζ = 0.5. Nevertheless, it should be noticed that during the collapse phase the 
interfaces of C j sweep a non-null volume, which generates non-null interface velocities. This fact has to be carefully taken 
into account in the flow solver, as described in next subsection.

3.2. ALE scheme with variable topologies

In this subsection, System (11) is extended to adaptive grids with variable connectivity. Before presenting the final 
system of equations, the reader’s attention is drawn to some peculiarities of the present approach. A detailed description of 
the whole procedure can be found in [57,56,72].

A first remark concerns the time dependence of the grid connectivity. During each time step, a variable number of grid 
nodes can be added or deleted. Consequently, both the set of grid nodes and the set of the finite volumes change in time. 
In the following, a superscript is added to their symbols to indicate the time step or time interval at which they should be 
considered. For instance, Kn+1 denotes the set of nodes that compose the grid at time level tn+1.

Second, when a new node is added to the triangulation, an equation for the balance of the conservative variables over 
the new finite volume has to be added to the governing equations system and additional IVC conditions are required to 
compute the new interface velocities. These equations do not differ from the ones in System (11), however they are simpler 
since if the node i is inserted between the time step tn and tn+1, the volume V i and the volume swept by its interface are 
null for all time steps previous than tn+1.

Third, special care must be taken in dealing with the treatment of the deleted interfaces. When the grid edge ik is 
deleted, during the three-steps procedure the associated interface ∂Cik is collapsed to reach a null area at ζ = 0.5; from 
then on, it is considered as deleted. However, during the collapse phase it sweeps a non-null volume, which has to be 
included into the computation of the associated interface velocity νik even if the edge ik is no longer present in the mesh. 
Thus, supposing that this modification occurs during the adaptation phase performed between tn and tn+1, the interface 
velocity is not null also for the next time step, i.e. νn+1

ik ≠ 0. As a consequence, the associated numerical flux is not-null 
and it is included in the system of governing equations by adding the term %n+1

ik = %(un+1
i , un+1

k , νn+1
ik , η̂n+1

ik , 0) where 
ηn+1

ik = 0 because of the null area of integration while the normal unit vector is defined as η̂n+1
ik = limt→tn+1 η̂ik(t) [57]. 

Furthermore, the associated IVC conditions have to be enforced until the interface velocity is identically null. As explained 
by Isola et al. [56], the fact that the interface velocity does not necessarily become null while the interface collapses and 
is removed from the mesh is a consequence of the differential nature of the GCL constraint and it does not depend on the 
time integration scheme.

According to the previous remarks, the system of conservative governing equations for inviscid flows within the ALE 
framework over adaptive grids can be written as
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*V n+1
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∂

(17)

where K[n,n+1)
i,≠ = {k ∈ K, k /∈ Kn+1

i,≠ | νn+1
ik ≠ 0} is the set of finite volumes that have shared a portion of their boundary with 

Ci in the interval from tn to tn+1 but that do not share any portions at tn+1, while K[n,n+1]
i,≠ = K[n,n+1)

i,≠ ∪ Kn+1
i,≠ includes all 

finite volumes that share or have shared their boundary with Ci .
The first and the second equations of System (17) express the balance of conservative variables for the finite volumes 

associated to all nodes of the triangulation at time tn+1 and to the nodes removed between tn and tn+1, respectively. The 
computation of the solution on nodes removed during the previous steps is essential to the correct evaluation of the solution 
on the existing nodes. Indeed, if the removed node j was connected to the existing node i by an edge that is no longer 
present in the grid, the flux %n+1

i j is required to compute the actual solution at node i, but its evaluation requires the value 
of un+1

j , which is computed via the second equation of System (17). Then, since the interface velocity νi j remains different 
from zero only for the step next to its deletion, for t > tn+1 the equation for the node j is discarded from the system and 
the solution u j is not computed.

Finally, the last two rows of System (17) express the IVC conditions that allow to compute the cell volume changes 
due to mesh deformation and adaptation so that the DGCL is matched. Thanks to the three-steps procedure described in 
Subsection 3.1, the solution can be conservatively computed within the ALE framework even if topology changes occur due 
to grid adaptation.

3.3. Multiple modifications involving the same node-pair

During a single time step diverse topology modifications may affect the same interface. The proposed approach enable 
to cope with this situation by summing the contributions of all the collapse and expansion phases experienced by the in-
terface. Although this choice is not mandatory, it can be implemented in an extremely straightforward way in the node-pair 
representation detailed in Section 2. Indeed, after each local modification, a loop on all involved interfaces is performed and 
the volume swept by each one is computed and added to the corresponding node-pair. At the end of the time level, the 
swept volume due to adaptation is summed to the one due to deformation and to obtain the total amount *V n+1

ik .
Finally, particular care is devoted to the update of the node-pair spatial discretization after a mesh modification. Al-

though in a tetrahedral finite-volume dual-mesh discretization node-pairs are naturally associated to grid edges, the adaptive 
scheme requires one to include also some node-pairs that are associated to deleted edges. In other words, two grid nodes 
may interact with each other even if they are not connected by an edge. To this end, when the topology re-construction 
requires the creation of a new node-pair, it should be checked if in the set of the “deleted-but-still-active” node-pairs al-
ready exists the one connecting these nodes. If this case, the node-pair is restored and the volume swept by the associated 
interface is taken into consideration.

4. Overview of the computational procedure for adaptive simulations

The proposed conservative ALE scheme for adaptive grids has been implemented in the FlowMesh solver that is currently 
under development at the Department of Aerospace Science and Technology of Politecnico di Milano. This numerical tool is 
able to perform unsteady three-dimensional simulations over moving-boundary problems, even when the domain bound-
aries experience large deformations [72]. This section gives an overview of the different techniques and of the complete 
procedure used to carried out such simulations. Additional details can be found in [72,73].

Moving-boundary problems require a mesh deformation strategy to update the computational domain to follow the body 
motion or the deformation of some of its surfaces, which in this work are assumed to be known. Therefore, at each time 
step, after the boundary nodes are moved on the new positions, the internal (or domain) nodes have to be displaced to 
obtain a new mesh that is conform with their movement. A mesh displacement strategy is developed on the basis of the 
elastic analogy proposed by Batina [74], which is easy to be implemented and requires a reasonable computational cost. 
The grid is treated as the union of solid elastic bodies which correspond to grid elements and have a stiffness inversely 
proportional to their volume. The displacement field is then obtained by solving the stress equilibrium imposing the pre-
scribed boundary motion as Dirichlet boundary conditions [75]. Thanks to this approach, the deformation occurring at the 
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Fig. 7. Computational procedure for adaptive unsteady problems. At the beginning of the time step, the mesh deformation strategy is applied to update the 
grid Kn to the grid Kn+ that complies with the boundary displacement. A prediction phase is then performed to compute the solution at time tn+1 over 
this new grid. Mesh adaption is then carried out and the target grid spacing is built according to the predicted solution u(tn+1, Kn+). Finally, the solution 
at the time level tn+1 over the adapted grid Kn+1 is computed. The red color highlights the new output of each computational step. (For interpretation of 
the references to color in this figure legend, the reader is referred to the web version of this article.)

boundary is redistributed among internal grid elements: the largest elements account for the major part while the smallest 
ones move almost rigidly, avoiding so possible entanglement.

If the above procedure does not succeed in producing a displacement field that results in a valid mesh, i.e. without 
poor-quality or negative-volume elements, the target displacement is subdivided in more intervals until a valid mesh is 
obtained through elastic analogy or a user-defined maximum number of subdivisions is reached. In the former case the re-
maining portion of the displacement is carried out, while in the latter case mesh optimization is performed to restore grid 
quality [73]. To efficiently modify three-dimensional grids, the capabilities offered by the automatic tetrahedral re-mesher
Mmg3d are exploited [59,42]. This library is part of the wider open-source software Mmg which offers different tools for 
surface and volume mesh adaptation, optimization and generation. In addition to a series of local grid modifications which 
can be performed both on the interior and on the surface of the grid, Mmg3d implements also the gradation control tech-
nique [76] to limit the variation in size among adjacent grid element and the validity of the boundary representation is 
guaranteed by the Hausdorff criterion [77]. A detailed description of all the techniques exploited in Mmg3d can be found 
in [78,42]. The local operators exploited in this work are quite standard and include the node insertion through element 
split, edge split or Delaunay triangulation, the node deletion through edge collapse, the edge swapping and the barycentric 
regularization, see Table 1.

Remark: it is important to highlight that the application of the conservative ALE scheme here proposed is not limited to 
these operators, but it can be extended to all local modifications that can be described by the three-steps procedure.

During mesh optimization, each local modification aims at improving the quality of the involved elements which is 
defined as

Q m = α Vm/
(∑6

i=1 ℓ2
i

)3/2
, (18)

where Vm is the volume of the element m, ℓi is the edge length and α is a constant parameter introduced to give Q m = 1
for regular tetrahedra, to which corresponds the maximum quality.

In this work, the aim of remeshing is not limited to the enhancement of grid quality after mesh deformation, but it 
is exploited also to increase solution accuracy and to detect all relevant flow features whose exact location is not known 
a priori or change in time [37,36]. The key point in this process is the definition of a suitable criterion able to efficiently 
identify where grid modifications are required and to prescribe a proper size map. Since the main scope of the work 
concerns the assessment of the proposed conservative ALE scheme over adaptive grids, local criteria based on solution 
variations are adopted because of their simplicity and easy implementation. The underlying idea of this kind of adaptation 
criteria is that the largest errors occur where the solution exhibits the largest gradients, therefore the solution accuracy 
can be increased by gathering mesh points in these regions but it is not negatively affected by a coarsening of the grid 
regions where the solution exhibits a smooth behavior. Thus, a local error indicator can be obtained from the first- or 
second-order derivatives of a representative solution variable, as for instance density, pressure, Mach number, or of their 
combination and the grid spacing used as target during mesh adaptation can be built according to it. More specifically, the 
grid spacing is reduced where the error estimator exceeds a refinement threshold and it is enlarged where the estimator 
is below a coarsening threshold. These user-defined thresholds are prescribed in terms of the standard deviation and the 
mean of the error estimator over the domain. Only the edge size is prescribed and no information about the element shape 
or orientation is given since simple isotropic adaptation is performed. Mesh coarsening plays an important role especially 
in unsteady simulations where it avoids an excessively increase in the computational burden that may be caused by the 
insertion of a great number of new nodes [79].

During the mesh adaptation process, the re-mesher sends to the flow solver the information concerning each local 
adaptation immediately after it is performed, so that the swept volume *V A of all involved interfaces can be update. 
Ad-hoc callback functions, similar to the ones proposed in [43], are used to this aim. Such as an implementation requires a 
strong link between the solver and the re-mesher, but avoids to store the history of the grid adaptation process.

Fig. 7 sketches the main steps of the computational procedure for unsteady simulations. The first block called Mesh 
deformation include the whole strategy described above, including the eventual mesh adaptation process carried out if
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Fig. 8. At left: geometry of the whole computational domain for the infinite-span NACA 0012 wing tests. At right: enlargement of the rectangular portion 
of the domain highlighted at left, the surface meshes corresponding to the wall at z = 0 and to the wing are shown and the wing edges are drawn in red. 
(For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 9. Grid convergence studies for the transonic flow around the steady infinite-span wing test case. The absolute deviations of the lift coefficient CL with 
respect to reference value C∗

L are shown versus the number of grid nodes. In addition to the results on the fixed grids described in Table 2, three series of 
adaptive steady computations are displayed. To draw the dashed lines corresponding to first- and second-order accuracy, the relation between the number 
of nodes and the grid spacing h are retrieved from grids with hw = 0.05 and 0.025 in Table 2.

elastic analogy fails. The so-called Prediction step consists in the computation of the solution over the mesh that has been 
already deformed to comply with the boundary motion. Thanks to the prediction phase, mesh adaptation is driven by 
criteria computed over a solution updated on the new mesh configuration, rather than the one at the previous time step. 
The inclusion of the Prediction step is found to allow for larger time steps while preserving the same accuracy as it will be 
shown in the following Section 5. Thus, the complete procedure can be summarized as follows

I. Mesh deformation: the grid Kn is updated to Kn+ to comply with the boundary position at tn+1.
II. Prediction phase: the solution at the new time step, over the grid Kn+ , is computed.

III. Mesh adaptation of the grid Kn+ on the basis of the new solution u(tn+1, Kn+) and consistent update of the spatial 
discretization.

IV. Computation of the solution un+1 over the grid Kn+1, using as initial guess the solution u(tn+1, Kn+).

It should be reminded that, thanks to the ALE interpretation of the local grid modifications as a series of continuous 
deformations, an explicit interpolation of the old solution over the new grid is not required.
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Table 2
Fixed grids used in the convergence study for the transonic flow around the steady 
infinite-span wing test case. A linear variation in the grid spacing is obtained during 
the mesh generation by imposing the value hw over the wing surface and the value 
h∞ at far-field; to preserve the correct geometry of the wing surface, a smaller value 
hLE is imposed near the trailing edge. The ratio between these three parameters is 
kept constant among all grids.

Wing surface
hw

Far-field
h∞

Leading edge
hLE

Grid nodes
Nv

0.02 0.8 0.002 127 367
0.025 1.0 0.0025 71 315
0.03 1.2 0.003 44 548
0.035 1.4 0.0035 33 172
0.04 1.6 0.004 21 952
0.05 2.0 0.005 12 211
0.06 2.4 0.006 9 267

Fig. 10. Grid and Mach contour plots of the transonic flow around the steady infinite-span wing at M∞ = 0.755 and α∞ = 0.016◦ over the wall at z = 0
and over the wing surface. Since the grid elements over the wing surface are very small, to make the left picture clearer, only the wing edges are drawn, 
in red. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Table 3
Quality improvement at different time steps of the test Enhance for the translating infinite-span wing with *t1, 
corresponding to a Courant number of 2. The average, the worst and the best value before and after mesh opti-
mization are reported. Remind that the best quality is 1 and corresponds to regular tetrahedra.

Performed
displacement

Before adaptation After adaptation

Average Worst Best Average Worst Best

4.8 % 0.695289 0.000083 0.999565 0.771129 0.041053 0.999369
10.4 % 0.644737 0.000024 0.998924 0.751961 0.104121 0.999074
16.0 % 0.629724 0.000013 0.997824 0.738972 0.108341 0.997708
25.6 % 0.580335 0.000018 0.998159 0.729795 0.083266 0.999420
33.6 % 0.607000 0.000005 0.998135 0.720783 0.078378 0.998894
41.6 % 0.619678 0.000023 0.998515 0.716963 0.079011 0.998515
44.8 % 0.657054 0.026241 0.998617 0.715037 0.083704 0.998617
56.8 % 0.563106 0.000005 0.998932 0.712779 0.081304 0.998932
64.8 % 0.614716 0.000012 0.998932 0.705929 0.057188 0.998932
76.8 % 0.580232 0.000001 0.998908 0.704456 0.078917 0.998606
86.4 % 0.595999 0.000029 0.998498 0.701020 0.074342 0.998498
94.4 % 0.608164 0.000010 0.998451 0.699856 0.084938 0.998451

5. Results

The three-dimensional conservative adaptive scheme is here assessed through simulations of reference test cases of 
aeronautical interest. First, Subsection 5.1 presents the steady results about the transonic flow around the infinite-span NACA 
0012 wing, for which adaptive solutions are compared to the fixed-grid computations. The same problem is also tackled in 
the laboratory reference frame, i.e. by performing the unsteady simulation of the wing traveling through the still domain at 
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Fig. 11. Grids and pressure contour lines over the wall at z = 0 and over the wing surface at the beginning, at 33%, at 66% and at the end of one chord 
displacement for the infinite-span wing in the test Enhance, where mesh adaptation is exploited only when elastic analogy fails. The test is performed with 
the time step *t1 corresponding to a Courant number of 2. For grid plots, the wing is only sketched by drawing in red the edges because grid elements 
over the wing surface are too small to be clearly represented in the picture. The blue line labeled X0

TL indicates the initial position of the trailing edge. (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

the flight velocity. The flow field around an oscillating infinite-span NACA 0012 wing is also investigated in Subsection 5.3
and the three-dimensional results are compared with reference ones. Then, steady and unsteady simulations are performed 
also for a finite-span NACA 0012 wing, a model which is of primary importance in rotor-crafts CFD since it can represent 
the tip of a rotor blade. Moreover, differently from the infinite-span wing case, this flow field is fully three-dimensional, so 
it is a valuable test to assess the capability of the proposed scheme.

Finally, in Subsections 5.5 and 5.6, two tests characterized by large boundary displacements are presented, i.e the infinite-
span NACA 0012 wing traveling for 20 chords and a piston-induced shock-tube problem in which the domain experiences a 
reduction of more than the half of the initial size.

In all numerical experiments presented in this section, air is modeled as a constant-specific-heats ideal gas with specific 
heat ratio γ = 1.4. The flow equations have been made dimensionless by choosing the following reference values: P ref =
1 atm, ρref = 1.225 kg/m3 and Lref = 1 m.
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Fig. 12. Grids and pressure contour lines over the wall at z = 0 and over the wing surface at the beginning, at 33%, at 66% and at the end of one chord 
displacement for the infinite-span wing in the test Adapt, where mesh adaptation is performed every time step. The test is performed with the time step 
*t1 corresponding to a Courant number of 2. For grid plots, the wing is only sketched by drawing in red the edges because grid elements over the wing 
surface are too small to be clearly represented in the picture. The blue line labeled X0

TL indicates the initial position of the trailing edge. In Supplementary 
Material, Movies S1 and S2 show the variation of the grid and of the pressure during this simulation, respectively. (For interpretation of the references to 
color in this figure legend, the reader is referred to the web version of this article.)

5.1. Steady simulation of infinite-span NACA 0012 wing

The computational domain built to model the flow field around a so-called infinite-span NACA 0012 wing is shown in 
Fig. 8. The wing span is equal to the chord c and the far-field consists in a cylindrical surface with a radius of 12c, centered 
at the leading edge. For an infinite-span wing, the lateral planes at z = 0 and z = c are treated as walls, which, under 
the considered inviscid approximation, correspond to symmetry boundary conditions. Therefore, the flow is intrinsically 
bi-dimensional. A free-stream flow at Mach number M∞ = 0.755 and incidence α∞ = 0.016◦ is imposed, along with unity 
dimensionless pressure and density.

A convergence study on fixed grids is performed by comparing the error on the lift coefficient obtained in different 
simulations. First, a reference value is computed on a fine grid composed by 622 693 nodes, gathered mainly near the wing 
surface where a grid spacing between 0.001 and 0.01 is enforced. It should be pointed out that some other fine grids have 
been tested, but no significant modifications in the reference lift coefficient were observed. Then, the fixed grids described 
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Fig. 13. Lift coefficient and integral value of the density over the domain for the infinite-span NACA 0012 wing in the laboratory frame. The results obtained 
by exploiting only edge-swapping (Swap), mesh adaptation only when elastic analogy fails (Enhance) and every time step (Adapt) are compared. Time steps 
*t1 and *t2 correspond to a Courant number of 2 and 5, respectively. In the left picture, the value of the integral density, labeled M , is scaled with respect 
to the steady value M0.

Fig. 14. Absolute variation of the integral value of the density over the domain for the infinite-span NACA 0012 wing in the laboratory frame, in the Adapt
tests performed by enforcing no coarsening on the far-field boundary to avoid variations in the volume of the domain, which lead to variations in the 
integral density.

Fig. 15. Error on the fulfillment of the DGCL condition and on the volume closure in the test Adapt of the infinite-span NACA 0012 wing in the laboratory 
frame, with two different time steps. These two quantities are computed according to Definitions (19).

in Table 2 are used to perform steady computations. The errors with respect to the reference lift coefficient C∗
L are displayed 

in Fig. 9 and an order of convergence between one and two can be observed, as expected.
Fig. 9 reports also the results of three cycles, labeled A, B and C, of steady adaptive computations, consisting in only the 

last two steps of Fig. 7. For the cycle labeled A, starting from a quite coarse grid made of 26 142 nodes, two adaptation 
steps are sufficient to obtain a good convergence on the solution, i.e. the target grid spacing computed on the basis of 
the solution on the last grid does not deviate appreciably from the previous one. The final grid is composed by 105 002
nodes and 555 229 tetrahedra and a detail is displayed in Fig. 10, which shows the surface grid over the end-wall and 
the wing along with the solution. This result is used as initial solution in the following simulations of the pitching wing. 
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Fig. 16. Details of the computational grid on plane z = 0 and over the wing surface at different times of the pitching infinite-span wing. The last period of 
the simulation with *t1 is shown. In Supplementary Material, Movie S3 displays the grid during the last period of this simulation.

Fig. 17. Mach contour plot on plane z = c at different times of the pitching infinite-span wing. The last period of the simulation with *t1 is shown.

In the cycle labeled B, four adaptation steps are performed starting from the grid characterized by hw = 0.003 in Table 2. 
The error on lift coefficient follows approximately the trend shown by the fixed-grid results until the coarsening process 
becomes more relevant than the refinement, reducing the number of nodes without undermining the solution accuracy. 
In the last cycle, labeled C, a quite fine, uniform mesh is used as starting point, to assess the capability of the adaptation 
process to improve the solution accuracy without increasing excessively the grid size. Indeed, although the number of 
nodes remains approximately constant, the error with respect to the reference solution decreases during the cycle of steady 
adaptation. The final grid of this cycle, composed by of 98 113 nodes, is used in the following unsteady simulations of 
Subsection 5.2. Despite different initial grids, the three adaptation cycle leads approximately to the same number of nodes 
and lift coefficient values.
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Fig. 18. Mach contour plot and pressure iso-lines every quarter of the last period of the simulation of the pitching infinite-span wing with *t1. The iso-lines 
corresponding to three values of the pressure at three different wing sections are compared. In Supplementary Material, Movie S4 shows the Mach number 
contour during the last period of this simulation.
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Fig. 19. Variation of the number of grid nodes during the whole simulation of the pitching infinite-span wing with *t1. Two peaks can be observed in 
each period, due to the two maximum intensities of the shock on the upper and the lower wing surface.

Fig. 20. Lift coefficient versus angle of attack for the infinite-span pitching wing. The results obtained in the last period of the simulations with two time 
steps are shown along with the ones obtained without the prediction step. Moreover the 2d results and the ones provided by [81] are shown.

Fig. 21. Pressure contour plot on plane z = 0 and over the wing for the steady simulation of the finite-span NACA 0012 wing.

5.2. Unsteady simulation of infinite-span NACA 0012 wing in the laboratory frame

The numerical experiment presented in the previous subsection is now repeated in the laboratory frame; namely, the 
wing moves through the domain at the flight velocity and air conditions are enforced at the far-field quiescent.



B. Re et al. / Journal of Computational Physics 340 (2017) 26–54 45

Fig. 22. Lift coefficient for the finite-span NACA 0012 wing in the laboratory frame. The results obtained by exploiting only edge-swapping (Swap) and 
adaptation at each time step (Adapt) are compared.

The initial solution is obtained from the steady one by subtracting the free-stream velocity. A displacement of one chord 
in the negative x-direction at M∞ = 0.755 is imposed to the wing during the simulation. The whole simulation time is 
divided into 125 time steps *t1, resulting in a Courant number of 2 on the minimum grid edge, that is hmin = 0.004.

Before introducing the results of the adaptive ALE scheme, it should be considered that it was not possible to solve this 
problem, i.e. to accomplish the whole displacement, on a fixed connectivity grid, even with a time step ten times smaller 
than *t1.

In the first test, labeled as Enhance, mesh optimization is exploited only during those time steps in which elastic analogy 
fails in following the motion of the wing. Fig. 11 shows the grids and the pressure contour lines at the beginning of the 
simulation and when one third, two thirds and the whole displacement are carried out. The scheme proves to able to deal 
with the large movement of the wing but leads to a coarsening of the grid and to a slight deterioration of the solution. The 
only aim of the optimization in this test is the enhancement of mesh quality according to Definition (18). Indeed, as Table 3
shows, the average, the worst and the best element quality are improved thanks to the re-meshing. However, because of 
mesh deformation at fixed connectivity, smaller elements, initially gathered in the crucial regions of the grid, are prone 
to become badly shaped and consequently to collapse. This degradation occurs mainly in the region adjacent to the wing 
leading and trailing edge, where the average size of the grid elements at the end of the displacement is larger than the 
one on the initial grid. A similar test, labeled in the following Swap, is performed in which mesh quality is restored only by 
means of edge swapping, thus no node insertions or deletions are exploited.

Then, the complete adaptive computational procedure (Adapt test) is adopted, using an error estimator base on the 
Hessian of the pressure and of the vorticity. As it can be noticed from Fig. 12, the adaptive process based also on the solution 
leads to a refinement near the trailing and leading edge, and the adaptive solutions show less oscillations in the pressure 
field with respect to the test Enhance. The differences in the solution at diverse time levels are negligible and the steady 
nature of the problem is well preserved despite the unsteady simulation.

Finally, Fig. 13 shows a quantitative comparison of the results obtained in the unsteady simulations Enhance, Adapt and 
Swap, with two different values of time step: the already introduced *t1 and *t2, which corresponds to a Courant number 
of 5. Sub-Fig. 13(a) displays the variations of the lift coefficient, which remain limited—approximately within ±0.0015 with 
respect to the steady computed value of 0.00327—in the Enhance and even less in the Adapt simulations, where thanks to 
the mesh adaptation the grid spacing is modified to improve solution accuracy. Conversely, in the Swap tests the results 
degenerate in the second half because the edge-swapping technique alone is not able to adapt the grid in a proper way. No 
significant differences between different time steps are observed, especially in the adaptive tests.

Sub-Fig. 13(b) displays the variation in time of the integral value of the density over the domain, computed by a trape-
zoidal rule on each finite volume. Also in this case, the variations around the initial value are very limited, below the 0.25%. 
The initial increase that can be observed in the Adapt tests is due to the adaptation that occurs on far-field, which is repre-
sented in the initial grid as a circle. Since an accurate representation of this boundary is not required during this simulation, 
the adaptation parameter for the corresponding Hausdorff criterion is relaxed and, according to the smooth behavior of the 
solution in this region, the deletion of some nodes on this boundary lead to a slightly modification of the domain volume. 
This de-refinement occurs in this test and not in the steady one, since in unsteady tests more importance has to be placed 
on the coarsening process to prevent an excessively increase in the grid nodes [79]. However, to assess more clearly the 
conservativeness of the proposed approach, both Adapt simulations are performed also not allowing coarsening on the far-
field. In this way the integral value of the density over the domain is not affected by the variation in the volume domain 
and remains approximately constant (variation less than 0.001%) during the simulation, as it can be evinced in Fig. 14.

Finally, to assess the fulfillment of the DGCL condition, the error committed at each time step in satisfying the discrete 
counterpart of Equation (6) is reported in Fig. 15, along with the error on the closure of the domain. As expected, thanks 
to the computation of the interface velocities described in Subsection 2.4, these errors can be considered null, assessing the 
capability of the scheme to automatically fulfilled the DGCL. For the sake of completeness, the error quantities shown in 
Fig. 15 are computed at each time step at the end of the adaptation process according to the following definitions:
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Fig. 23. Grids and pressure contour lines over the wall at z = 0 and over the wing surface at the beginning, at 33%, at 66% and at the end of one chord 
displacement for the finite-span wing. For grid plots, the wing is only sketched by drawing in red the edges. The blue line labeled X0

TL indicates the initial 
position of the trailing edge. In Supplementary Material, Movies S5 and S6 show the variation of the grid and of the pressure during this simulation, 
respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
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Fig. 24. Initial grid over the wall at z = 0 for the 20-chord displacement of the infinite-span wing. Also the wing surface (filled with light blue) at the 
beginning and after displacements of 5, 10, 15 and 20 chords is shown. To highlight the importance of mesh adaptation, it can be noticed that the grid 
spacing of the initial grid in the region near x = −20c is approximately equal to one chord. (For interpretation of the references to color in this figure 
legend, the reader is referred to the web version of this article.)

5.3. Transonic flow around the oscillating infinite-span NACA 0012

The results of compressible inviscid simulations around an oscillating NACA 0012 wing are now presented. The pitching 
motion is prescribed by the sinusoidal function α(t) = α∞ +α0 sin(ωt) , with an initial angle of attach α∞ = 0.016◦ and an 
oscillation amplitude α0 = 2.51◦ around the quarter-chord. The reduced frequency is k = ωc/u∞ = 0.1628, where u∞ is the 
free-stream velocity (corresponding to M∞ = 0.755), as in [80].

The steady transonic simulation presented in Subsection 5.1 is used to start the unsteady adaptive simulation, in which 
four complete oscillation periods are computed with the fully adaptive procedure described in Fig. 7. Two different time-
steps are tested, *t1 and *t2, obtained by subdividing the period time into 100 and 50 steps, respectively. Because of the 
large time step, the solution changes significantly between two consecutive time iteration and therefore the adaptation cycle 
is performed at every step, with adaptation criteria based on the Hessian of the pressure and of the vorticity.

Figs. 16 and 17 show the computational grids and the Mach contour lines at different times for the last period of the 
simulation with *t1. Thanks to mesh adaptation the shock that oscillates between the upper and the lower wing surface is 
well captured. Furthermore, the bi-dimensional character of the flow is correctly reproduced despite the three-dimensional 
unstructured grid. Fig. 18 highlights this result by showing the Mach contour over the wing surface and some pressure 
iso-lines at three different sections, namely at z/b = 0.25, at z/b = 0.5 and at z/b = 0.75, for different times. The different 
wing sections exhibit exactly the same Mach contour and pressure iso-lines. Finally, the variation of the number of grid 
nodes during the whole simulation is displayed in Fig. 19. The oscillation follows the pitching of the wing and, after the 
first period, it reaches approximately the same maximum and minimum values. During each period, the two positive peaks 
correspond to the strongest shock waves on the upper and on the lower surface.

The effect of variation of the time step is finally investigated in terms of the lift coefficient. In Fig. 20, the curves 
CL –α obtained with the two different time steps are compared to the results obtained with the same software but over a 
bi-dimensional grid and to the Euler ones provided by Anderson and Batina [81]. As expected, the curve CL –α shows the 
hysteresis due to the phase lag between the variation of the angle of attack and the lift in time [82]. No relevant differences 
can be observed between the results obtained with different time steps and a good agreement with the bi-dimensional and 
the inviscid numerical results is achieved.

In addition to the tests previously described, in which a prediction step was always performed, an additional simulation 
is carried out skipping the prediction phase. The resulting curve CL –α is also shown in Fig. 20 and it matches closely to the 
one obtained with the prediction step. However, although only one solution computation is performed at each time step, 
instead of two as in the simulation with the prediction step, a comparable overall computational time was required. This 
quite surprising result is possibly due to the fact that, thanks to the prediction step, the computation of the solution on 
the adapted grid starts from an initial guess closer to the final one, and thus the convergence of the second computation 
is much faster. Moreover, the importance of the prediction step is confirmed by the impossibility to successfully complete 
the simulation with the larger time step *t2 without this phase. Probably, due to high unsteadiness of the problem, if the 
larger time step is used, the adaptation is carried out on a mesh that is too different from the actual one and therefore the 
convergence is extremely difficult to be achieved in the next solution computation.
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Fig. 25. Grids and pressure contour plots over the wall at z = 0 and over the wing surface for the 20-chord displacement of the infinite-span wing. Results 
are shown at displacements of 5, 10, 15 and 20 chords and the grids can be compared with the initial one shown in Fig. 24. For grid plots, the wing is 
only sketched by drawing in red the edges. In Supplementary Material, Movies S7 and S8 show the variation of the grid and of the pressure during this 
simulation, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

5.4. Unsteady simulation of finite-span NACA 0012 wing in the laboratory frame

Numerical results concerning the flow field around a finite-span wing are now presented. The tests presented in this 
subsection refer to a NACA 0012 wing with a span of half chord. The geometry is similar to the one presented in Fig. 8, 
except that the wall opposite to the wing root is at z = 2c.

A steady simulation is first performed at Mach M∞ = 0.755 and incidence α = 0.016◦ , by performing five adaptive steps. 
The final grid contains 106 168 nodes and 588 284 elements. With respect to the infinite-span wing test, a more marked 
refinement is performed, especially near the trailing edge and the wing tip. Fig. 21 displays the resulting pressure contour 
plot of the flow field, which is fully three-dimensional because of the circulatory motion that originates near the wing tips 
on account of the pressure difference between the upper and the lower wing surface. Indeed, also the lift coefficient, see 
Fig. 22, differs significantly from the one obtained for infinite-span wing at the same flight conditions, mainly because of 
the induced drag due to the down-wash that occurs near the wing tips.
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Fig. 26. Lift coefficient for the 20-chord displacement of the infinite-span wing. The results obtained by exploiting only edge-swapping (Swap), mesh 
adaptation only when elastic analogy fails (Enhance) and every time step (Adapt) are compared. The test Swap is not complete, since edge-swapping 
technique alone is not able to handle such a large displacement.

Fig. 27. Initial grid for the piston-induced shock-tube problem. The piston is represented by the left wall and its initial position is xP = 0.0. The domain 
length along x direction is L = 1, while along y and z it is L2 = 0.1.

Then, the same flow field is simulated in the laboratory reference frame by imposing to the wing a displacement of one 
chord, as described for the infinite-span wing in Subsection 5.2. The time required by the whole movement is divided into 
125 time steps and mesh adaptation is performed at each time step. Fig. 23 shows the grid and the solution at different 
times. The variations over the flow field are limited and only a slight degradation in the solution near the trailing edge can 
be observed. Fig. 22 displays the variation of the lift coefficient for the described adaptive simulation and also for the one in 
which only swap is exploited. In both cases, the oscillation amplitude is restricted. Therefore, the capability of the proposed 
interpolation-free adaptive ALE scheme to deal with large displacement is assessed also by the present test.

5.5. 20-chords displacement of the infinite-span NACA 0012 wing in the laboratory frame

A test similar to the one described in Subsection 5.2 is now performed to assess the capability of the proposed approach 
to deal with arbitrarily large displacements. More specifically, the infinite-span NACA 0012 wing experiences now a dis-
placement of 20 chords. The initial conditions of the flow field are the same presented in the previous test characterized 
by 1-chord displacement (M∞ = 0.755 and α∞ = 0.016◦), but the computational domain has been enlarged by 20 chords 
in front of the wing leading edge. The initial grid is shown in Fig. 24, which includes also the positions of the wing after 5, 
10, 15 and 20 chords movements.

According to the results of the 1-chord test, only the large time step (*t2 in Subsection 5.2) is used, i.e. the whole 
simulation time is divided in 1000 time steps. With respect to the imposed smallest edge size hmin = 0.0025, this choice 
corresponds to a Courant number of 8. Fig. 25 shows the grid and the solution at different times obtained performing 
mesh adaptation at each time step. Comparing the grids near the wing surface to the initial grid shown in Fig. 24, it can 
be observed the important action of mesh adaptation thanks to which the refinement near the wing surface is preserved 
during the motion, although the grid spacing in that region in the initial grid was much larger. This leads also to negligible 
differences in the pressure field during the simulations.

The significant improvement obtained thanks to mesh adaptation can be evinced more clearly from Fig. 26 that displays 
the variation of the lift coefficient during the described adaptive simulation and during the test Enhance, in which mesh 
adaptation is exploited to increase mesh quality only when elastic analogy fails. As expected, adapting the mesh according to 
both the movement and the solution leads to less oscillations in the results, as shown by the variations in the lift coefficient 
that remain below 0.003. On the contrary, larger variations (up to 0.1) are obtained in the test Enhance. Fig. 26 reports also 
the partial results of the test Swap, in which no nodes are inserted or deleted, but mesh quality is re-stored only through 
edge-swapping. However, this simulation does not reach the end of the test because the edge-swapping technique alone is 
not able to provide a sufficient quality improvement when the mesh has been considerably deformed.

This test demonstrates the capability of the proposed adaptive ALE scheme to deal with large displacements, even if a 
larger time step is used.
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Fig. 28. Grids and pressure contour plots for the piston-induced shock-tube problem for the test Enhance. The results corresponding to xP = 0.25, xP = 0.5, 
xP = 0.6875 are shown. Piston is impulsively started with a constant non-dimensional velocity V P = 1.25

√
γ , the consequent shock travels at Mach 

Ms = 2.0.

5.6. Piston-induced shock-tube problem

This subsection presents the numerical results for a piston-induced shock-tube flow, in which a piston is impulsively 
started with the non-dimensional velocity V P = 1.25

√
γ . As a consequence, a shock forms at the initial time and travels 

through the domain with a speed corresponding to a Mach number Ms = 2.0, until it reaches the opposite wall (x = 1) 
where it is reflected back with a different intensity and velocity. This test represents a valuable benchmark for the mesh 
adaptation strategy, because grid refinement is required to correctly capture the shock front, but mesh adaptation is of 
primary importance also to allow the significant domain deformation. Indeed, the length of the domain at the end of 
the simulation is less than an half of the initial one, since the simulation is stopped when the position of the piston is 
xP = 0.6875, after the shock reflection.

Two different numerical tests are carried out: the Enhance test where mesh adaptation is used only when elastic analogy 
fails, and the Adapt test in which mesh adaptation according to the solution is exploited at each time step. The whole 
simulation time is subdivided in 220 time steps, so that the Courant number is 5, considering that a smallest edge size of 
hmin = 0.001 is imposed. The initial grid is shown in Fig. 27.
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Fig. 29. Grids and pressure contour plots for the piston-induced shock-tube problem for the test Adapt. The results corresponding to xP = 0.25, xP = 0.5, 
xP = 0.6875 are shown. Piston is impulsively started with a constant non-dimensional velocity V P = 1.25

√
γ , the consequent shock travels at Mach 

Ms = 2.0. In Supplementary Material, Movies S9 and S10 show the grid and of the pressure contour plot during this simulation.

The grids and the contour plot of the pressure in both tests are displayed in Figs. 28 and 29. Comparing them, the 
improvement due to mesh adaptation is significant and it can be observed better in Fig. 30, where the numerical results are 
compared to the analytical solution. A good agreement, especially for the reflected shock, is achieved when mesh adaptation 
is exploited.

6. Conclusions

A novel unsteady ALE scheme was proposed to solve the finite volume formulation of the three-dimensional Euler 
equations in adaptive simulations without explicitly interpolating the solution between different grids. Edge splitting, edge 
collapse, edge swapping, element splitting and node insertion by Delaunay triangulation are used to locally adapt the grid 
to better represent local features of the flow field and to comply with the boundary displacement while preserving the 
quality of the initial grid. These local grid modifications are interpreted as a series of fictitious continuous deformations (ex-
pansions and collapses) plus a step in which local grid connectivity is modified when all involved interfaces have null area. 
As a result, the volume change due to local grid modifications can be included in the standard ALE scheme by additional 
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Fig. 30. Solution of the piston-induced shock-tube problem: Mach number (red ), non-dimensional density (blue ) and non-dimensional pressure 
(green ) along the center-line, i.e. y = z = 0.05, at different times. The numerical solutions of the test Adapt (thick lines ) and of the test Enhance (thin 
lines ) are compared with the exact one ( ); Left: solution when the piston position is xP = 0.25 and xP = 0.5. Right: the solution after the shock 
reflection, at xP = 0.6875. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

fictitious fluxes and the interface velocities can be computed so that the Discrete Geometric Conservation Law is fulfilled 
even if the grid topology varies.

Thanks to the proposed interpretation of grid modifications, the conservation of flow variables is inherently guaranteed 
by scheme construction and the implementation of high-order multi-step time schemes poses no problems because the 
solutions at previous time levels can be retrieved easily, without resorting to interpolation among grids at different time 
levels. However, particular care has to be taken to include in the governing equations the contribution of the removed finite 
volumes, since the non-null volumes swept by their interfaces are required for the computation of the solution on the 
interacting nodes during the next time step.

The validity of the proposed interpolation-free adaptive ALE scheme was assessed by some preliminary simulations of 
moving-boundary problems, during which moderate and large boundary deformations were successfully tackled and the 
grid spacing was properly modified to obtain a good solution accuracy. The automatic fulfillment of the DGCL is numerically 
proven, as also the mass conservation.

Furthermore, the proposed approach has a general character, since it is based on a standard edge-structured which 
disregards any information about elements during the solution of the flow equations. Therefore, no additional difficulties 
are expected to extend the approach to different kinds of grid elements and to hybrid grids. Three-dimensional mesh 
adaptation for unstructured non-tetrahedral grid is left for future studies. In a similar way, the proposed approach is not 
limited to error estimators based only on first and second order derivatives of flow variables, which have been exploited in 
this work for their simplicity but may be not suitable to control the error on the quantities of interest in some applications. 
For instance, if an output-based error estimator can be obtained from the solution of the adjoint problem, appropriate local 
mesh adaptation techniques can be adopted to reduce the estimated error, once this information has been localized to 
the grid elements. Moreover, according to the described key points, the three-steps procedure can be possibly extended to 
additional local mesh adaptation techniques not considered in the present paper.

As a final remark, it should be pointed out that the current stage of development of the numerical code does not allow 
us to perform simulations of complex three-dimensional unsteady problems within an acceptable computational time. To 
this end, an optimization of the whole numerical strategy is under way, including the parallelization of both the solver and 
the grid adaptation step. Once this issue is solved, the proposed approach can be exploited also in viscous flow simulations 
and in other fields, where standard ALE approaches are widely used. Indeed, once the local modification has been properly 
described within the three-steps procedure, the solution on the new grid can be recovered by means of standard ALE 
schemes.
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