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Abstract. The goal of the paper is to present the opportunity of exploiting data 

analysis methods and semantic models to discover customer profiles from fi-

nancial databases. The solution to the problem is illustrated by the example of 

credit cards promotion strategy on the basis of historical data coming from the 

bank’s databases. The database contains information, personal data, and trans-

actions. The idea is founded on data exploration methods and sematic models. 

With this purpose in mind, multiple algorithms of clustering and classification 

were applied, the results of which were exploited to elaborate the ontology and 

to define the customer profile to be used in decision-making. 

Keywords: Customer profile, Data mining, ontology of marketing, semantic 

models.  

1 Introduction 

In the age of personalization, one of the greatest challenges for marketers is elicit-

ing and communicating customer requirements. A customer profile — also known as 

a customer persona — is a set of data describing a high-level abstraction model that 

depicts the key characteristics of a group of consumers who could be interested in a 

specific product. Personas are fictitious, specific, concrete representations of target 

users [1]. 

 Construction of customer profiles promotes overall internal alignment and coordi-

nation of marketing strategy with product development which helps to drive down 

cost of promotion by reducing the number of useless marketing messages and ineffec-

tive contacts with customer. Although making use of customer feedback is an estab-

lished method of gathering marketing intelligence, interpreting data obtained by tradi-

tional structured methods such as questionnaires, interviews and observation, is often 

too complex or too cumbersome to apply in practice [1, 2]. 



Today, a lot of data can be gathered in an automatic way from transactional sys-

tems. These data describe the features of customers (such as age, the place of resi-

dence, number of family members, etc.) as well as behaviors (such as time and pur-

pose of transactions performed by the customer, amounts and frequency of expendi-

tures).   

The discovery of useful knowledge from databases is one of the major functions of 

analytical decision support systems [3, 4]. Various data mining algorithms can be 

used to discover and describe behavior patterns of individuals and to relate them with 

personal data collected in CRM data bases.  

Unfortunately, most of the systems lack semantics, which can be considered a key 

component for business knowledge management. Marketing databases are today very 

broad. The volume of information is so huge that the analysis by classical database 

methods is becoming increasingly difficult. In recent years a few solutions have ap-

peared improving the process of database exploration and the integration of semantics 

in decision-making processes [5-11].  

A few proposals for marketing ontologies have appeared in recent years. E. Barbu 

[12] presents General Marketing Ontology, in which the main concepts originate from 

sources such as Web marketing repositories and tools allowing for the semi-automatic 

creation of ontology on the basis of documents important to managers of SMEs. H. 

Saggion describes a project of integration in the BI system, founded on the module of 

gathering information in an e-business domain using ontology and natural language 

[13]. The documents describing profiles of companies are collected from different 

sources, analyzed, grouped and annotated within the ontology. The semantic models 

are also exploited in many search engines dedicated to marketing information, i.a. 

Magpie, KIM, SemTag, On-To_-Knowledge, Vision, h-TechSight [14-16]. The 

methods of data exploration have become a very popular tool used in marketing strat-

egies [17-20]. It is a well-known fact that the effectiveness of marketing activities 

depends to a large degree on directing relevant advertisements to the right recipients. 

One of the essential functions of customer relationship management is customer seg-

mentation which is the process of dividing the customer data set into distinct and 

internally homogeneous groups in order to develop differentiated marketing strategies 

according to their characteristics [21].With this aim in mind, a segmentation of cus-

tomers consists in finding customers with similar preferences, needs and behavior. A 

segment corresponds to target class of customers, for example, travelers that are peo-

ple with high income who travel often. In case of large data sets the experiential clas-

sification can be insufficient to distinguish segments. In such situations data mining 

methods such as clustering and decision trees can be helpful. The terms of cluster and 

segment are often used interchangeably, which is not always the same. 

Clusters are groups of customers with similarities found by a clustering algorithm. 

Therefore, a cluster not necessarily represents a segment, so the semantic interpreta-

tion of clusters is required and might be difficult. It should be noted that in many cas-

es the segment can consist of a few clusters. 

The segmentation of customers not only facilitates choosing a right product, but al-

so allows one to provide the customers with information that would be interesting for 

them. The new knowledge obtained from data exploration processes and presented as 



ontology on one hand describes concepts and relations, and on the other facilitates 

access to the important and useful information in the marketing database for a manag-

er [22]. 

Information on the place of the customer’s residence is currently not enough for 

product promotion purposes. The company should know also who the customer is, 

what his or her characteristics are, what is valuable, what is attractive, and what is 

completely uninteresting or even annoying. For example, to target the advertising to 

young people, it is better to prepare a marketing campaign on the Internet, but the 

internet advertising may not be so effective in the case of a product targeted to older 

people, who usually are not familiar with computers.   

Marketing applications increasingly often use customers’ psychographic profiles 

[23, 24], developed on the basis of information which is continuously collected during 

interactions between the company and its customers. The companies seek to register 

every possible communication record of the customer (phone calls, logging into the 

system, loyalty cards, using mobile applications, payments, history of transactions, 

etc.). Determining the customer’s needs in advance, and an individual approach to 

each of them, is becoming the aim of marketing activities of large organizations. 

The structure of this paper is as follows. In section 2, the problem of customer pro-

file discovery is defined. In the next section, the sources of data necessary to build 

classification and prediction models are presented, with particular emphasis on clus-

tering algorithms and classification trees. The last section presents the case study of 

data exploration methods along with semantic models and their role in developing the 

customers’ profiles in the context of promotion of payment cards. 

2 The Problem of Developing the Customer’s Profile 

Many approaches to building a marketing strategy are described in the literature 

[17, 19, 25-27]. In this paper, in accordance with marketing theory literature, the crea-

tion of customers’ profiles is emphasized as an essential tool of marketing strategy 

implementation [28].  

The focus of the project was put on discovery of the bank customer’s profile with 

the aim of identifying potential recipients of dedicated payment cards. Generally the 

main source of information in the research on a customer’s profile is the history of 

transactions on the customer’s bank account. Usually, historical data is complemented 

by personal information (such as: age, gender, place of residence, number of children) 

which has undeniable influence on the consumer’s preferences and thus may consti-

tute a good base for the customer’s classification and for choosing a suitable payment 

card. This information, its scope and quality, has a significant impact on the predic-

tive quality of the developed model.  

Well-targeted promotion is a key determinant of the effectiveness and efficiency of 

a marketing campaign. The initial choice of a product, made on the basis of infor-

mation about consumers’ preferences, can reduce the time of marketing phone calls, 

and ensure the right choice of communication channels to reach the potential custom-

ers. It reduces ineffective contacts with customers who might not be interested in a 



particular offer. Finally, better communication influences the effective utilization of 

resources, which should decrease the costs of promotion. 

On the payment cards market there are a large number of products dedicated to 

various groups of customers, for example: students, people who travel often, seniors, 

young parents, etc. To make these considerations more precise, let us assume that the 

bank is going to propose payment cards to its customers, corresponding to the follow-

ing customer segments: 

─ "Travelers" a dedicated credit card for frequent travelers, offering all kind of addi-

tional discounts on airline tickets, accommodation, hotels, insurance. 

─ "Eternal students"- a credit card dedicated to the so-called "eternal students", offer-

ing extra discounts on concerts and events. 

─ "Still young" – a credit card dedicated for seniors, offering discounts for coffee 

bars, additional health insurance, free medical exams. 

─ "High heels" – a credit card dedicated to women, offering additional discounts to 

shoe stores and clothing. 

─ "Business card" – a card dedicated to business people, offering additional dis-

counts for elegant clothing stores or tickets in Business Class. 

The five segments have been briefly characterized by marketing analysts on the ba-

sis of their professional experience. Therefore the goal of the project was to improve 

the scope and specification of segments using data mining methods.            

The specificity of the offered cards has decisive influence on the selection of data 

for analysis. For example, the “Travelers” card should be interesting to young or mid-

dle-aged people who are financially well-off. Their transaction history is dominated 

by multiple expenditures for touristic purposes, such as tickets, travel agency services, 

expenditures and mobile top-ups made from abroad. The target group for “Eternal 

students” cards should be addressed to young people, not having children (their pro-

files are characterized by i.a. low expenditures on articles for children). Considering 

the discounts for various events offered, this card can be proposed to people whose 

transaction history reveals a party lifestyle. The “Still young” card should be offered 

to older people who have significant expenditures on healthcare services. The “High 

heels” card should be interesting mainly for middle aged women. Important infor-

mation for choosing this type of card will be whether the customer has children and 

therefore increased expenditures on children’s articles and healthcare services. The 

potential customers for the “Business card” are middle-aged people, settled down and 

having substantial income.  

3 Description of Data 

In the project, the data about customers was extracted from transaction-oriented 

systems and mobile banking applications. The experimental data file contains 200 000 

anonymized records of customers, describing their personal data, bank products at 

their disposal, incomes, expenditures and financial transactions The data underwent 



statistical analysis and initial transformation. More detailed information about the data 

can be found in [22]. 

Taking into consideration the selected algorithms of data exploration, the data were 

converted to numerical values, including continuous, discrete or binary types. The 

attributes of very low variances and redundant ones were eliminated. In the case of 

missing values, the descriptions were completed using the nearest neighbor algorithm 

[20, 29]. On the file prepared in such a way, the normalization was performed which 

was necessary for heterogeneous variables. As a result of the initial transformations 

and features reduction, the set of 200 000 observations with 24 variables of the inter-

val [0,1] was given for the further phases of data exploration. 

4  Process of Determining Customer Profile 

The study assumes that the bank intends to expand its offer for customers of one of 

five dedicated payment cards. The promotion is intended to avoid the phenomenon of 

miss-selling, or incorrect identification of the targeted groups of customers. 

Generally speaking, the primary idea of the solution was to divide the customer da-

tabase into semantically interpretable clusters, and then to design a classifier which 

will permit accurate definition of the customer profiles. In the final task of explora-

tion, the results is used to build the ontology of knowledge about the customers and 

its use in marketing decision making [17]. 

For clustering, four algorithms were chosen: k-means, SOM neural networks, hier-

archical clustering, and supervised by the user [29, 30]. The obtained partitions by the 

first three algorithms were very similar. The results showed to some degree not only 

imperceptible clusters by traditional marketing methods, but also unnoticeable rela-

tionships between characteristics of customers and offered products. 

 

 

Fig. 1. Diagram of the data mining process 



Taking as a criterion for aggregation the distance between clusters and semantics 

of the data, five clusters corresponding to the five potential market segments were 

generated. Although it has been verified by specialists, this partition did not show 

clusters of good quality in the marketing sense. Carrying out further clustering algo-

rithms using k-means clustering and hierarchical clustering showed the groups of 

customers more homogenous in terms of semantics, but still not satisfactory. There-

fore, a new method of clustering was proposed to guide the marketing specialist. 

Clustering with user engagement was founded on the preliminary elimination of  

irrelevant attributes related to the specificity of  the clusters sought. This operation 

made it possible to determine subsets with the high possibility of finding clusters 

semantically interpretable. For example, one can limit the search space for the clusters 

associated with “High heels” segment by eliminating irrelevant attributes such as: 

number of transactions on fuel, travelling, healthcare, number of children and mobile 

top-ups. The most relevant attributes were: gender (woman), age (20 to 60 years old) 

and monthly income (higher than 1,500 PLN). 

Within these constraints the data file containing 200 thousand instances was re-

duced to approx. 60 thousand clients, women who fulfilled these restrictions. Figure 1 

shows a diagram of the process of the data mining platform using Orange
1
. 

In order to interpret the obtained clusters, four classifiers were applied: inductive 

decision trees, Multi-Layer Perceptron, Naive Bayes and CN2 [20, 32].  

Comparing with the previous publication [22], in this paper the research was ex-

tended to all classes of customers. 

During the analysis of the clusters, it turned out that women to whom "High Heels" 

can be addressed were dispersed into five clusters C1, C2, C3, C4 and C6. Of these 

five clusters, the marketing analysts were particularly interested in the clusters with 

the highest number of instances, C6 and C1, whose initial definitions were extracted 

from the decision tree (Fig.2), namely: 

 

C1  C6: ((Gender true) and (Amount_Entertainment_Transactions <= 25,951)   

 and ((CreditCard true) and (Village True)) or ((CreditCard false) and (Village 

false))) 

In the process of rule validation, the analysts have rejected the condition concern-

ing Amount_Entertainment_Transactions and turned it into the condition (Entertain-

mentTransactions true), indicating women who have done at least one entertainment 

transaction, regardless of the amount.  

 

                                                           
1 Orange is an open source data visualization and data analysis package for data mining appli-

cations, developed by Bioinformatics Labs  at University of Ljubljana, Slovenia 

(http://orange.biolab.si) [31]. 

http://orange.biolab.si/


 

Fig. 2. Fragment of a decision tree for clusters C1 and C6 

Legend: The values refer to the nodes of the cluster ID, the degree of homogeneity of the clus-

ter (in %), and the number of instances. The names of the attributes in the nodes have been 

shortened for visual reasons. 

Finally, after all transformations the rules describing the considered classes -were 

the following: 

 Class “High heels” if ((Gender women) and (EntertainmentTransactions true)) 

Note that the new class definition is different from the one specified in the suggest-

ed restrictions referred to age and income. The final definition of potential custom-

ers for a "High Heels" card was given in Fig. 4. 

 Class “Travellers” if ((AmountRailwayTrans>=1,000) or (AmountPetrolTrans>=1,000)) 

The class describes the people who travel a lot, thats why both amounts of railway 

and petrol transactions are high. The customers use both train and car transport. 

The new sample of data marke das “Travellers” consists of 1,175 persons. 

 Class “Business Card“  if (Age<=60 and MonthlyIncome>=7,000) 

To choose the right potential customers for Business Cards we were searching for 

women and men with higher than average level of income –as per our assumption 

it is more than 7,000. Usually they are middle age and older persons but the as-

sumption was made that maximum age is 60 years old. New sample of data is 

marked as “Business Cards” class and it consists of 500 customers. This class is 

the smallest one, average income is 10,209; 

 Class “Eternal students”- if (Age<=40 and AmountOfTransEntertainment>=1,000)  

People who could be interested in the offer “Eternal Students” are young people 

who spent more than 1,000 PLN on entertainment transactions. The number of 

items in this class is 3,762. 

 Class “Still young” – if (Age>=55 and AmountOfTransHealth>=1,000)  



The class describes older people who spend significant amounts on health transac-

tions. The number of customers who could be interested in this kind of payment 

card is 1,071. 

After the completion of the data exploration, the construction of the customer on-

tology started by using the Protégé platform
2
. The schema of part of the ontology is 

shown in Fig. 3. Classes were a priori posed as the groups of customers interested in 

specific payment cards, indicated in the previous section. Rules and discriminant at-

tributes of the decision tree designated the characteristics of the concepts in the ontol-

ogy, through the so-called Data Properties, and made it possible to define the cus-

tomer groups (Fig. 4). 

 

Fig. 3. Diagram of the ontology of customer market segmentation 

The ontology so created containing knowledge of the marketing profiles of cus-

tomers was used not only for information retrieval from the database, but also in the 

classification of new customers of the bank in connection with the specificity of the 

products offered. 

                                                           
2 Protégé is a ontology development platform supported by grant GM10331601 from the Na-

tional Institute of General Medical Sciences of the United States National Institutes of 

Health. (http://www-med.stanford.edu) 



5 Using the Semantic Model of Customer 

The example shows the utility of ontologies in making marketing decisions related 

to the preparation of the offer for the bank's customers with the explanation of why a 

particular card should be offered. It was assumed that the manager does not have 

complete knowledge of business informatics, and, therefore, that she or he does not 

know SQL programming nor database schema, nor complex functionalities of the data 

mining platforms. Protégé has been used to define the semantic model in our case 

study. The financial data was provided in a format of the Microsoft Excel spreadsheet. 

To enable ontology content collection the Cellfie plugin
3
 was used. The Cellfie desk-

top editor was used to map and to annotate the data in the spreadsheet (columns and 

rows) to attributes within the financial ontology. The discovered by the data mining 

algorithms class descriptions were transformed into the set of design patterns. Using 

knowledge about design patterns improves the database consistency and reduces the 

amount of time required to validate the data.  

The analyst uses only the graphical interface of Protégé, which allows him to con-

sult the ontology of knowledge about customers of the bank (partially shown in Fig. 

3), and facilitates access to the marketing database. Fig. 4 shows the example of a 

class description of potential customers for the "High heels" card. This diagram illus-

trates on the left the classes of customer cards, and on the right the definition in the 

form of logical expression describing this class, and at the bottom a list of customers 

which meet these requirements. Based on this definition, the manager can not only 

search the database of all customers who meet the class constraints, but also strength-

en or weaken the conditions of the class description. It should be noted that these 

operations do not require the manager’s expertise on database structure and language 

to formulate queries. 

Generally, the data mining methods make it possible to retrieve different clusters 

or groups of customers and their marketing interpretation. The interpretation, written 

in the form of formal expressions in Protégé, enables the manager to access detailed 

information about the customers, about groups of customers, dependencies, all axioms 

of marketing knowledge. Concepts, as well as the relationships between them can be 

easily changed and updated as a result of acquiring new knowledge, new data or new 

manager experiences. 

                                                           
3 Cellfie is a Protégé Desktop plugin for mapping spreadsheets to OWL ontologies available at 

https://github.com/protegeproject/cellfie-plugin 



 

Fig. 4. Definition and instances of the „High heels” class 

6 Summary and Directions for Further Research 

The paper has presented an analysis of the marketing database containing personal 

data as well as transactional and financial information. It was shown how one can 

construct customer profiles through the use of data mining methods. For this purpose, 

a number of algorithms for clustering and classification were applied. Note that the 

database schemas are usually designed for efficient data storage, but do not provide a 

semantic description to facilitate understanding of the data, interpretation, and reason-

ing. Therefore, the results of data mining were used to construct ontology which de-

scribes customer profiles 

The use of ontology with an easy to learn visual interface of the Protégé platform 

allows managers to learn more about the information contained in the databases; it 

provides clear definitions related to the attribute names in the database. In addition, 

the proposed ontology contains the pre-defined classes that automatically make it 

possible to extract the customers’ data which conform to particular customer profiles. 

For large data sets (in this case 200,000 instances), data mining methods supported by 

the ontology significantly simplified data analysis process. The developed solution  

can be easily customized to suit the analyst’s needs - for example, when one needs to 

offer a new product, or to define a new class of customer profiles. To extract customer 

data for a specific marketing campaign, it is enough to enter the profile name (e.g., 

High heels) to get a list of persons who meet certain criteria. 

 An important direction for further research is therefore to improve the application 

interface by way of facilitating and monitoring the data mining process with special 

emphasis on the needs and skills of business analysts.  
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