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Abstract. User control is increasingly prominent in the discourse surrounding 

the General Data Protection Regulation (GDPR). However, alongside user con-

trol, the GDPR also tries to achieve what will be called controller responsibility. 

Is this unjust paternalism or does it correctly place the responsibility for data 

protection with the controller and its supervisory authority? This paper argues 

that the question of responsibility should be evaluated in light of the overarch-

ing objective of the GDPR to protect the fundamental rights of natural persons. 

It describes the problems of a focus on the “choice” of data subjects, but also 

takes seriously the charge of paternalism which more protective data protection 

laws are faced with, tying the resulting dilemma to the objectives of data pro-

tection and ultimately to the debate on the nature of rights. Does data protection 

law seek to protect certain interests, such as secrecy and seclusion, or does it 

seek to give data subjects control over their data, and thereby political power 

regarding the substance of their fundamental rights? The paper concludes that a 

further exploration of will theories and interest theories of rights would shed 

light on the appropriate roles for user control and controller responsibility. 

1 Introduction 

Should the General Data Protection Regulation (GDPR) serve to give data subjects 

control over the information pertaining to them, or should it require controllers to 

protect data subjects? This paper argues that the GDPR emphasizes and strengthens 

the rights to control of data subjects, but also seeks to reinforce the fairness and due 

care exercised by the controller. Throughout the paper, controller responsibility is 

contrasted with user control [cf 1]. Controller responsibility covers the notion that it is 

up to the primary norm-addressees of the GDPR — the controllers — to ensure, 

through fair data processing practices, that the objective of data protection law is met. 

Controllers have to ensure that the fundamental rights of natural persons are protected 

in the context of personal data processing, irrespective of whether data subjects put 
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forward any claims or demands. The tenet of user control seeks to give data subjects a 

measure of influence over the way in which their fundamental rights are protected, 

typically by granting them the power to demand certain protections or to shield them-

selves from certain intrusions.  

According to van der Sloot [3], data protection law originally posed principles of 

good governance. Recently, however, there is an increased focus on the individual 

and her rights of control. Scholars like Purtova [3] would consider it radical to reject 

informational self-determination as ‘a foundation of the European approach to data 

processing’. At the same time, the tenet of user control has been subject to scrutiny 

lately, as it is increasingly recognized that current notice-and-consent practices do not 

empower the average data subject in a meaningful way. This has lead Matzner et al 

[4] to speak of responsibilization, defined as ‘the process whereby subjects are ren-

dered individually responsible for a task which previously would have been the duty 

of another — usually a state agency — or would not have been recognized as a re-

sponsibility at all’ [5]. Matzner et al argue that the state should be responsible for 

granting citizens data protection. Indeed, on the one hand, data subjects should not be 

burdened with the task of safeguarding the protection of their personal data, prevent-

ing that the processing operations of controllers bring about unwanted consequences. 

On the other hand, there might be something about data protection which requires the 

involvement of data subjects — e.g. to prevent abuses of power and to define the 

boundaries between the permissible and the impermissible in the first place.  

This paper deepens the debate by tying it to the nature of rights in general. Is the 

protection of the fundamental rights of individuals something which controllers, under 

the supervision of supervisory authorities, could take on for the benefit of the rights-

holders? The paper does so in three parts. The following section will examine the 

presence of the two tenets of user control and controller responsibility in the GDPR. 

Next, section three explores the virtues and drawbacks of a user control approach, 

taking seriously Solove’s worry regarding paternalism. Section four looks into the 

objectives of data protection law and proposes that the question of responsibility 

should be evaluated in light of the overarching objective of the GDPR to protect the 

fundamental rights of natural persons. A dilemma is found: fundamental rights protec-

tion by others than the data subjects themselves is (at best) based on the way in which 

their interests are perceived. However, the alternative is to require them to express 

their interests and their opinions on what counts as an appropriate or an inappropriate 

collection or use of personal data, which might impose too high a burden. The debate 

between interest-based and will-based theorists is identified as a possible area of re-

search to investigate the legitimate roles of user control and controller responsibility.  

2 The General Data Protection Regulation 

The GDPR has been increasingly presented as an instrument which seeks to 

strengthen user control, although another major drive of the reform was to strengthen 

the responsibility and accountability of controllers. At the start of the reform process 

in 2009 and 2010, the Commission [6] and the Article 29 Working Party [7] sought to 



strengthen the rights of data subjects, but also explored ‘ways of ensuring that data 

controllers put in place effective policies and mechanisms to ensure compliance with 

data protection rules’ [6]. Controllers should show how responsibility is exercised and 

make this verifiable; ‘[r]esponsibility and accountability are two sides of the same 

coin and both essential elements of good governance’ [8]. This is how the obligations 

to conduct a data protection impact assessment, implement data protection by design, 

and appoint a data protection officer came to be. While the Impact Assessment of 

2012 [9] does discuss these accountability mechanisms, the problems it identifies with 

regard to the Data Protection Directive are only (1) ‘barriers to business and public 

authorities due to fragmentation, legal uncertainty and inconsistent enforcement’ and 

(2) ‘difficulties for individuals to stay in control of their data’. The Impact Assess-

ment laments that ‘individuals are often neither aware nor in control of what happens 

to their personal data and therefore fail to exercise their rights effectively’. At this 

point in time, also the Commission [10] talks about putting individuals in control of 

the data pertaining to them. Anno 2016, recital 7 of the GDPR states unequivocally 

that ‘[n]atural persons should have control of their own personal data’. In the press 

release on the adoption of the GDPR, rapporteur Jan Philipp Albrecht [11] even em-

phasised that ‘[c]itizens will be able to decide for themselves which personal infor-

mation they want to share’. Behind the scenes, however, his amendment stating that 

‘the right to the protection of personal data is based on the right of the data subject to 

exert control over the data that are being processed’, was removed from the text 

agreed upon by the European Parliament [12, 13]. Meanwhile, Article 5(2) provides 

that the controller shall be responsible for compliance with the data protection princi-

ples.  

Despite the rhetoric of user control, it will become clear that many provisions in 

the GDPR serve both the tenet of user control and the tenet of controller responsibil-

ity. I will first discuss consent and data subject rights, after which I proceed to the 

data protection principles, emphasizing their link to the responsibility of the control-

ler.  

2.1 Consent and data subject rights 

The tenet of user control is guaranteed primarily by the role of consent and the 

presence of data subject rights in the GDPR and in the ePrivacy Directive. The con-

sent of individuals is a frequently relied-on ground to legitimize the processing of 

personal data. In many cases, it is the only available legal ground (GDPR, art 9; ePri-

vacy Directive, arts 6, 9 and 13). The GDPR tightens the definition of consent and 

strengthens its role. The Data Protection Directive already contained a number of 

conditions which had to obtain for consent to be valid: consent has to be a ‘freely 

given specific and informed indication of [the data subject’s] wishes’ (art 2(h)). The 

GDPR clarifies that consent must always be unambiguous, given either through a 

statement or a clearly affirmative action (art 4(11), recital 32). The special categories 

of data, for which consent must be explicit, are expanded (art 8). Further, when as-

sessing whether consent is freely given, ‘utmost account shall be taken of whether, 

inter alia, the performance of a contract, including the provision of a service, is condi-



tional on consent to the processing of personal data that is not necessary for the per-

formance of that contract’ (art 7(4)). Recital 43 clarifies that consent is presumed not 

to be freely given if the deal is “take it or leave it”: if appropriate, consent must be 

obtained separately for separate processing activities. The provision of a good or ser-

vice must, in addition, not be made conditional on consent if the consent is not neces-

sary for the performance of the contract. Moreover, the request for consent must be 

clear. If consent is obtained through a contract or general terms and conditions, the 

request for consent must stand out, for example by presenting it in a separate text box, 

and it must be requested in an intelligible and easily accessible form, using clear and 

plain language (art 7(2)). The information requirements are accompanied by similar 

demands regarding the form in which they are presented, as necessitated by the prin-

ciple of transparency (art 12) [14]. In addition to the other information requirements, 

the data subject must also be informed whether she ‘is obliged to provide the personal 

data’ and further ‘of the possible consequences of failure to provide such data’ (art 

13(2)(e)). Finally, if the provision of information society services to children is based 

on consent, it must have been given or authorized by the holder of parental responsi-

bility over the child (art 9). Purtova [17] argues that developments such as the tighten-

ing of the definition of consent have reduced the informational self-determination of 

the data subject. As a result of these changes, consent will indeed play a smaller role, 

but it will be more meaningful. Because the conditions under which consent is valid 

are more stringent, situations under which the data subject did not really make an 

informed choice will be less readily regarded as an expression of her will.  

Individuals are further granted a number of rights, including the right to be in-

formed of a number of categories of information about the processing operation 

(GDPR, arts 12-14), to access, rectify or erase their personal data (including the “right 

to be forgotten”, arts 15-17), the newfound right to data portability (art 20), and the 

rights to object and not to be subject to decisions based solely on automated pro-

cessing (art 21-22). They should be informed of these rights, with the exception, for 

some reason, of the latter (arts 13(2)(b) and 14(2)(c)). The burden of proof regarding 

the right to object now unequivocally lies with the controller. If the data subject ob-

jects, it is up to the controller to demonstrate ‘compelling legitimate grounds for the 

processing which override the interests, rights and freedoms of the data subject or for 

the establishment, exercise or defence of legal claims’ (art 21(1)). As befits the level 

of specificity of an EU regulation, which has direct effect in the legal orders of the 

Member States, the GDPR now also provides for access to justice and redress, speci-

fying the right to lodge a complaint, the right to an effective remedy, the right to 

mandate a representative body to lodge a complaint on behalf of the data subject, and 

the right to compensation (arts 77-80 and 82). These additions serve to provide what 

Lynskey [13] calls ‘an architecture which bolsters individual control’, to be distin-

guished from the control rights themselves. Such an architecture must go beyond the 

mere provision of information to also include, inter alia, the possibility to take collec-

tive action and the availability of actual alternatives in the market. It must be noted, 

however, that the rights of data subjects do not only serve to grant individuals a cer-

tain measure of control. The right to erasure also enables data subjects to ensure that 

controllers take their responsibility seriously and comply with their obligations, as 



they can have their data erased if storage is no longer necessary or if it has become 

unlawful to keep the data (art 17(1)). The rights to lodge a complaint and to obtain 

redress can similarly be understood as mechanisms of private enforcement. Further, as 

discussed in the next section, the rights to be informed and to gain access to the data 

can also serve to inspire responsible behaviour by shedding “sunlight” on the conduct 

of controllers. 

2.2 The data protection principles and controller responsibility 

The tenet of controller responsibility can be found in the data protection principles. 

It is also strengthened in the GDPR through the addition of a number of novel provi-

sions. The data protection principles of Article 51 traditionally sought to establish 

good governance or due care; requiring that the processing of data is fair and reasona-

ble [3]. Indeed, data protection law can be seen as a substantiation of the overarching 

principle to process data fairly and lawfully [18, 19], which itself is a reflection of the 

requirements of good governance or fair administration in the public sector and due 

care in the private sector under the Dutch tradition [20].  

The data protection principles make informational self-determination possible, but 

they should also spark concern for the interests of data subjects. The principle of law-

fulness requires the processing to be based on a legal ground. While consent is one of 

the legal grounds, a number of other grounds require the controller to gauge the inter-

ests of the data subject or of the public at large (GDPR, arts 6(1)(d), 6(1)(e) and 

6(1)(f)). The principle of fair processing should also cause the controller to take the 

interests of data subjects into account. It is frequently understood as requiring that 

controllers are transparent and do not unduly pressure data subjects into consent, 

thereby protecting the tenet of user control. However, Bygrave [19] explains that in 

addition, fairness ‘undoubtedly means that data controllers must take account of the 

interests and reasonable expectations of data subjects’, which ‘has direct consequenc-

es for the purposes for which data may be processed’. This is a form of proportionali-

ty, as the interests of data subjects and controllers are balanced [19].  

One of the functions of the principle of purpose limitation is to ensure that there 

are clearly defined processing conditions which can be consented to [21, 22, cf 23]. 

Data minimization, storage limitation and integrity and confidentiality all require the 

controller to ensure that these conditions are kept to: that data are not kept longer than 

necessary or used unnecessarily, and that they are not accidentally processed in unau-

thorized or unlawful ways. These restrictions should ensure that the processing and its 

results are legitimate and align to the reasonable expectations of the data subject [19]. 

This is beneficial for informational self-determination. However, the limitations also 

serve (or are supposed to serve)2 as a limit on the processing, preventing the risks 

                                                           
1 The principles include lawfulness, fairness and transparency; purpose limitation, data minimization and 

storage limitation; and accuracy, integrity and confidentiality. Purpose limitation entails that the personal 
data may only be processed insofar as this is necessary for a legitimate and specified purpose.  

2 Moerel and Prins [24] convincingly argue that purpose limitation does not serve as a useful constraint on 
the processing of personal data when the purpose of controllers is, and is permitted to be, to collect and 

analyse data. 



posed by aimless collection, unlimited dissemination, and misuse or arbitrary use of 

personal data [25]. Controllers have the responsibility to ensure that the purpose of 

the processing is legitimate, meaning that they may not process data in ways which do 

not accord to legal principles, fundamental rights, or other sources of law and that 

they must take into account the ‘reasonable expectations’ of the data subject. The 

Article 29 Working Party [26] mentions by way of example that controllers are pro-

hibited from processing the data ‘for purposes that may result in discriminatory prac-

tices’. To be clear, this obligation applies irrespective of whether the controller ob-

tained consent from the data subject.  

The required transparency towards the data subject clearly makes possible in-

formed consent and the exercise of her rights [14], but also serves to inspire fair and 

reasonable processing operations: ‘sunlight is the best of disinfectants’ [15, 16]. It is 

therefore noteworthy with regard to both tenets of the GDPR that the information 

requirements are made more specific, requiring controllers to be open about, inter 

alia, their legitimate interest; the storage period; the presence and logic of automated 

decision-making and the significance and envisaged consequences thereof; and the 

source of the data, if it had not been provided by the data subject (arts 13(1)(d), 

13(2)(a) and (f), and 14(2)(f)). Whereas the Directive only provided a short, non-

exhaustive list of the information which should be provided in order for the pro-

cessing to be fair, the GDPR specifies extensive requirements relating to both the 

form and the substance of the notices (arts 12-14). These requirements are still to be 

supplemented under the principles of fairness and transparency, if necessary.  

In short, the data protection principles imply that controller responsibility has been, 

and still is, an important aim of the principles of data protection. A great share of the 

novelties of the GDPR serve to strengthen the data protection principles. This in-

cludes the accountability mechanisms introduced in Chapter IV. Controllers are re-

quired to take technical and organisational measures to implement the data protection 

principles and to protect the rights of data subjects, whereby they have to, by default, 

limit the processing to what is necessary in accordance with the data protection prin-

ciples (art 25). Data protection by design should improve compliance with principles 

such as data minimisation, data quality and confidentiality, as well as ensure that the 

system is transparent and provides data subjects with effective means of control [7]. 

Controllers are further obliged under the GDPR to be transparent about data breaches 

towards both data subjects and supervisory authorities, incentivizing controllers to 

avoid them in the first place (arts 33 and 34). Moreover, controllers are required to 

assess and find ways to mitigate high risks to the rights and freedoms of individuals 

posed by their processing activities (art 35). Recital 75 clarifies that controllers should 

keep an eye on whether data subjects are able to exercise control over their personal 

data, but also mentions a large number of other threats and risks, including discrimi-

nation, identity theft or fraud, loss of confidentiality of personal data protected by 

professional secrecy, and unauthorized reversal of encryption. The responsibility to 

assess and address risks protects data subjects and can function to create a trust rela-

tionship between the data subjects and the controller. The two tenets come together 

here as the controller’s responsibility can be indispensable for the data subject’s trust 



and thus her consent, while this trust relationship also makes the controller responsi-

ble to the data subject [27, 28]. 

Controller responsibility takes place under the supervision of regulatory agencies. 

The principle of accountability requires controllers to be able to demonstrate compli-

ance (art 24) and to employ and involve a data protection officer (arts 37-39). The 

GDPR also stimulates the proper translation of data protection law to practice through 

codes of conduct which can be certified by supervisory authorities (arts 40-43). Alt-

hough the duty to notify supervisory authorities has been abolished, it has been re-

placed by the data protection impact assessment and the prior consultation. This 

should shift the attention of the authorities to potentially harmful cases and enable 

them to readily gauge the situation at hand (arts 35-36). Article 83 introduces fines up 

to 20 000 000 EUR or 4 % of the total worldwide annual turnover of an undertaking, 

whichever is higher. 

The second tenet of data protection law should get controllers to provide proper ex 

ante protection, preventing the occurrence of possible harm to the data subject irre-

spective of whether she withheld consent or otherwise exercised her control rights. As 

observed by González Fuster [29], ‘[r]esponsibility for such compliance had always 

fallen on their shoulders, irrespective of whether somebody was looking, or whether 

somebody complains’. In other words, it is the responsibility of the controller to en-

gage in fair practices, although the data subject can have a say in or ‘a measure of 

influence over’ what that entails, if she wants to [19]. 

3 The “choice” to consent and the “paternalism” of protective 

legislation  

The GDPR attempts to strike a balance between the two tenets of user control and 

controller responsibility. It affords a number of protections irrespective of whether the 

data subject has consented to the processing. At the same time, consent is an im-

portant legal ground for those processing operations which are not easily justifiable 

on the basis of another ground, e.g. those processing operations which are not neces-

sary to protect the vital interests of the data subject, to perform a task of public inter-

est, or to serve a legitimate interest of the controller which is not outweighed by the 

rights and interests of the data subjects. Otherwise illegitimate processing operations 

can only be legitimized through consent. Unsurprisingly, in practice, consent is a 

weak spot of the GDPR. But what of more protective approaches? The appropriate-

ness of the two tenets depends, firstly, on the significance of the constraints on the 

free and autonomous choice of data subjects and, secondly, on the permissibility of 

state intervention for the perceived benefit of the data subject. If data subjects are 

severely constrained in their choice to consent or not to consent, or are too weak-

willed to do what they think is right, there are three options, each of which features in 

data protection law: their “choice” is still respected; they are protected by default but 

with the option to opt-out, which may influence their decisions but still allows them, 

in theory, to “consent away” their rights; or their freedom is curtailed for their protec-



tion. I will first discuss the constraints on choice, after which I will discuss whether 

the alternative of protection through controller responsibility is paternalist. 

3.1 The “choice” to consent 

There is extensive literature on the problems with user control, notice-and-consent, 

privacy self-management, or DIY-data-protection. The majority of the concerns are 

about constraints on the ability of individuals to freely and autonomously make an 

informed choice about the data processing operations pertaining to her. Choice always 

occurs under a set of conditions or parameters [30]. In the words of Cohen [23]: 

‘[s]ome of these parameters, such as the fact that we need gravity to walk and oxygen 

to breathe, are relatively fixed. Others, such as the design of legal institutions and 

technological tools, are slightly more malleable’. Benn [31] clarifies that the condi-

tions of choice also relate to states of the agent, distinguishing between the resources 

which are available to her, the opportunity costs involved in pursuing X, the goals of 

the agent in light of which the choice is made, and the beliefs which the agent holds 

about these conditions. Restrictions of the freedom of choice can result from re-

strictions with regard to all four conditions. This means, for example, that the social 

or economic consequences of refusing to consent and the influence of marketing and 

online personalization affect the extent to which choice is free. The way in which data 

protection law regulates consent is bound to legitimize some of these conditions, and 

change others [32]. It remains to be seen to what extent the changes to the consent 

regime in the GDPR will make a difference, ameliorating the constraints on the data 

subject’s choice or qualifying consent as invalid because of these constraints. Some 

data protection scholars think that, in the context of digital services, the restrictions 

are such that we often can no longer speak of a real choice. If this is so, consent 

should not be considered informed and freely given.  

In the following, the relevant constraints to choice are presented as pertaining to 

three related categories. Firstly, data subjects do not have enough time to consider 

each type of processing operation because they engage with services which collect 

data so very frequently. Or, put differently, they lack the will to make time for this 

burden — and understandably so, considering how uneconomical it would be [33, 

34]. In a well-known study from 2008, McDonald and Cranor ‘estimate that reading 

privacy policies carries costs in time of approximately 201 hours a year, worth about 

$3,534 annually per American Internet user. Nationally, if Americans were to read 

online privacy policies word-for-word, we estimate the value of time lost as about 

$781 billion annually’ [35]. While this problem can be addressed by grouping togeth-

er different types of processing operations, this solution also lumps together different 

situations in which different values and interests may play a role. It thereby reduces 

the choice available to data subjects. 

Secondly, in the world of “big data”, data subjects will often not fully comprehend 

what it means to consent to a data processing operation. It is difficult, if not impossi-

ble, to make data processing operations transparent to the data subjects. Data can be 

inferred from other available data, so that data which was shared by or inferred about 

others can be used to infer things about you [33, 36-37]. If complex or self-learning 



algorithms are used, the way in which this occurs may not even be explainable in 

human language [33, 38]. As discussed above, the updated information requirements 

in the GDPR attempt to increase transparency by requiring controllers to give infor-

mation on the logic employed by self-learning algorithms, the significance and envis-

aged consequences thereof, and the other data sources which will be accessed. This 

information could be presented in accessible and less time-consuming ways, for ex-

ample through logo’s or seals. Doing so, however, ‘conflicts with fully informing 

people about the consequences of giving up data, which are quite complex if ex-

plained in sufficient detail to be meaningful’ [33]. Or, in the words of Koops [39], 

‘the simpler you make the consent procedure, the less will users understand what they 

actually consent to; and the more meaningful you make the consent procedure 

(providing sufficient information about what will happen with the data), the less con-

venient the consent will become’.  

These first two types of constraints exist irrespective of the actual practices of no-

tice and consent, which oftentimes only make matters worse. Many notices are long 

and couched in inaccessible language [40], yet fail to shed light on the data flows; 

they are subject to frequent change; and the privacy policies of those who collect the 

data are often different from the policies of the entities to which they sell the data 

[41]. 

The third type of constraint concerns more or less imposed limitations to the free-

dom and autonomy of choice. In many situations, data subjects are faced with non-

negotiable and excessive “terms”, under which personal data can be collected, used 

and shared almost without limit, while they are unable to get the desired goods or 

services elsewhere under more reasonable conditions. Underlying this is ‘the fact that 

there are practically no alternative business models that generate revenue from other 

sources than user-data-based profiling and advertising’, given that users are unwilling 

to pay for services, ‘conditioned as they are in thinking that the Internet offers free 

lunches’ (in the words of Koops) [39]. Further, there may well be all kinds of pres-

sures which lead data subjects to desire the product or service. Matzner et al [4] re-

mind us of the costs which are, for many, involved in not owning a smart phone: ‘less 

contacts with friends, missing career opportunities, more complicated dating, being 

considered inefficient as a colleague, being considered suspicious at border controls’. 

At the same time, the reasons for using products and services like smart phones and 

social media ‘are promoted by the best advertising agencies in the world’. The situa-

tion is grave enough for Hull [32] to imply that the focus on notice and consent in 

data protection law, rather than decreasing the power dissymmetry, is actually a 

means to hide and legitimise it. By acting as though the individual has the possibility 

to exercise real choice, while she in actuality is moulded by the possibilities offered 

by her (digital) environment, the social struggle is obscured and the individual is dis-

empowered. Cohen [42] also does not mince words, pointing to the power exercised 

by ‘public and private regimes of surveillance and modulation’ to turn us into ‘citi-

zen-consumers’ with diminished capacities of democratic self-government. Cohen 

[23] suspects that under these conditions of choice, ‘individuals may simply concede, 

and convince themselves that the loss of privacy associated with this particular trans-

action is not too great’. 



Cohen, Solove, Schwartz, Acquisti, and a number of other scholars treat bounded 

rationality and bias as though they pose cracks through which government and corpo-

rate actors manipulate our choices [30, 33-34, 43-44]. Schwartz [30] argues that ‘con-

sumers’ general inertia toward default terms is a strong and pervasive limitation on 

free choice’ which permits industry to set the terms. Hull [32], on the other hand, sees 

the notion of homo economicus and the resulting reliance on notice and consent in 

data protection law as the real problem. But if we do not assume that individuals can 

make autonomous, rational decisions, what is the alternative? 

3.2 The “paternalism” of protective legislation 

The previous section describes a number of constraints on the ability of data sub-

jects to freely and autonomously form an opinion regarding the appropriateness of 

certain (aspects of) processing activities, as a result of which they agree to operations 

which might cause them harm. What conclusion should be drawn from the fact that 

these constraints exist? Solove [33] believes that ‘the most apparent solution — pa-

ternalist measures — even more directly denies people the freedom to make consen-

sual choices about their data’. He emphasises that some people want their data shared 

and want to be profiled, as for them the benefits outweigh the costs. Indeed, propo-

nents of privacy self-management argue that, through a system of user control, ‘eve-

ryone may attain his own desired level of data protection’ [3]. While this is too simple 

a picture, as there are interdependencies and inequalities — e.g. the data shared by 

one person can be used to profile another, and some people may be more pressured to 

share their data than others — [4],3 control rights do allow an expression of what the 

data subjects involved consider appropriate in a given situation. Solove sees the EU 

data protection regime as paternalist because of the many rules which restrict pro-

cessing even in the absence of any wish or demand on the side of the data subject 

[33].  

To appreciate this point, it is crucial to see that the appropriate limits on data flows 

and uses of data are not self-evident. Whether a data processing operation is legiti-

mate, entails a normative appraisal of the circumstances at hand. This entails, by way 

of example, that it is necessary to be sceptical of Cavoukian’s attempts to distance her 

approach to Privacy by Design from paternalism. Cavoukian [45] argues that if con-

trollers implement the fair information practice principles by design, then ‘individuals 

are not placed in the position of having to be concerned about safeguarding personal 

information — they can be confident that privacy is assured, right from the outset’. 

She assumes that if controllers simply stick to the principles of purpose limitation and 

data minimization, the expectations of individuals are respected. The default should 

be ‘the most privacy-protective’, and anything extra requires consent [45]. But what is 

                                                           
3 Matzner et all [4] show that there are inequalities which cannot be addressed on an individual level. Tech-

nological means to effectuate control rights are often not free of charge, while, following research of Gil-

liom, data protection needs are unequally distributed and are likely to hit the poorest. As a result, ‘this 

additional cost is especially put on those who already face discrimination or social inequalities’. Further, 

there are differences in privacy norms, requiring some individuals to be more revealing than others.  



the most privacy-protective default setting? Unlike secrecy, the multi-faceted and 

contested notion of privacy is not something which can easily be maximized, as it 

contains conflicting and incommensurable facets which cannot be subsumed under 

one overarching value without discussion (see section 4.1) [cf 46]. It is difficult to 

imagine a situation in which secrecy, confidentiality, or even privacy is the only pos-

sible consideration, as sometimes data should be shared (see section 4.2).4 It is there-

fore problematic to maintain that the implementation of the data protection principles 

“by design” will protect individuals upfront without the danger of paternalism. The 

controller will need to consider, for example, whether the purpose is legitimate and 

whether the impact on data subjects will necessitate extra precautions. Cavoukian’s 

arguments are tempting because we think that it is right that certain protections are 

afforded. The implication is that if we consider something to be of enough moral im-

portance, it should be protected, at least by default, irrespective of what the people 

concerned actually think about it. This happens to be exactly what paternalism is 

about. 

To start, paternalism can be understood as ‘the usurpation of one person’s choice 

of their own good by another person’ [47]. While paternalism has a negative connota-

tion, many paternalist measures are accepted on both sides of the Atlantic. To call 

something paternalist, is only the start of the debate [see e.g. 48]. That said, is the 

GDPR indeed paternalist, as Solove makes it to be?  

Some provisions in data protection law are not only there to protect the data sub-

ject, but mainly to empower her or to protect others. Many of the EU rules are neces-

sary preconditions to meaningful consent. Further, some provisions of the GDPR 

were enacted for the main reason to protect third parties and society as a whole 

against the harmful or selfish choices which individual data subjects could make in a 

market-based system of privacy self-management. The legal grounds next to consent 

and contract all, directly or indirectly, pertain to the interests of others or to the public 

interest. They allow one’s data to be used for the benefit of others. Other provisions 

limit the use of data, possibly to address societal problems posed by function creep. It 

has been argued that the problems which should be addressed by data protection law, 

pertain to the interests of society as a whole; because everyone is or might be a data 

subject, it is no longer about protecting specific individuals [3]. Privacy is seen as a 

‘common good’ [43]. Insofar as the provisions of the GDPR were not included to 

protect the individual whose choice is usurped, they do not qualify as paternalist [49]. 

                                                           
4 It is possible to hold that secrecy or confidentiality should be the only mandatory considera-

tion when technology is designed, as appears to be the case under the Privacy by Design re-

quirement in the proposed ePrivacy Regulation. Article 10 of the leaked Proposal for a Reg-

ulation of the European Parliament and of the Council concerning the respect for private life 

and personal data in electronic communications and repealing Directive 2002/58/EC re-

quires that the default setting of terminal equipment and of software should be that third par-

ties can neither store information on the equipment, nor process information which is stored 

thereon. Internet browsers, for example, should automatically reject all third-party cookies. 

The end-user can consent to these processing activities of third parties by changing the 

browser settings per Article 9(2) — assuming that this option is provided by the developers 

of the browser. 



At the same time, however, a concern for the interests of the specific data subject and 

the risks or possible consequences for this data subject is present throughout the 

GDPR. The data subject cannot “consent away” the protection offered to her by the 

principles of fairness, purpose limitation, data minimization, data quality and data 

security, and this is in part for the protection of her own rights and freedoms. The 

GDPR thus includes paternalist provisions.  

Sometimes, the data subject can opt out of the protection which is offered, as when 

she can opt in to more extensive processing as per data protection by default. Under 

some definitions of paternalism, such as that of Thaler and Sunstein [50] and of 

Dworkin in his later work [51], the fact that a user can, at least in theory, opt out of 

the paternalist measure, does not mean that the intervention is not in fact paternalist. 

Any nudge, including a change in the default setting, is considered paternalist if it is 

for the agent’s own good. This is because the choice or decision-making of the agent 

is influenced [50-52]. Her choice is not necessarily usurped, but it is certainly affect-

ed. Since the nudge only seeks to prevent actions that stem from irrational tendencies, 

which assumedly should be kept in check by one’s rational, ‘Econ’ side [53], it bears 

resemblance to Feinberg’s [54] ‘soft paternalism’. However, paternalism can also be 

understood as entailing that the agent’s freedom is curtailed. The paternalism of a 

nudge then depends on whether or not the agent truly has the option to opt out. Be-

cause the default setting is often followed, it could be argued that a change in the 

default affects the options available to the agent. It thus limits her freedom, albeit the 

freedom to be irrational, as well as her autonomy [cf 55]. 

The GDPR thus seeks to protect data subjects, although they can sometimes opt out 

of this protection. What if this is what they want? In theory, the protections which are 

afforded could be in accordance with what the data subject would want and possibly 

even with what she would choose, if she had the time, the knowledge and the capacity 

to fully reflect on it [cf ‘anticipated consent’, 56]. This appears to be Cavoukian’s 

answer to the charge of paternalism. However, it is unlikely that a general set of rules 

will meet the anticipated wishes of every data subject, as they are bound to differ. 

Moreover, even if people value their privacy, many do find themselves giving away 

their data. This is the so-called “privacy paradox”. Following Shiffrin [57], protecting 

people from the privacy paradox would count as paternalism. Shiffrin discusses the 

case in which the friend of a smoker hides her cigarettes because, even though she 

wants to stop smoking, she might be weak-willed and light another cigarette. Such an 

intervention should be considered to be paternalist because ‘efforts to supplant or 

maneuver around an agent’s agency when motivated by distrust of that person’s agen-

cy, can deliver the same sort of insult to her autonomy as distrust of her judgment’. 

Archard [47] takes a different approach. According to Archard, it is necessary that the 

paternalist discounts the agent’s belief that his intervention does not promote her own 

good, and so there must be disagreement about the benefit of the intervention.  

Would the protection afforded by the GDPR be paternalist if the data subject has 

not formed a conscious choice? Users are bound to accept cookies and download apps 

without fully considering the data protection consequences (see section 3.1). In that 

case, protective legislation would restrict the freedom of the data subject, but it would 

not necessarily impinge her autonomy, as the data subject is not giving expression to a 



full-fledged decision. Her choice is not necessarily usurped, as she did not really 

make a choice, but the option to act differently has been taken from her. Clarke [58] 

considers cases in which a choice is made for someone who was unable to make the 

choice herself, to be paternalist. In his example, an unconscious patient is given a 

blood transfusion. The incapacity to reflect on each exchange of personal data in to-

day’s information society could be considered to similarly affect whether a data sub-

ject has the ability to choose, albeit to a lesser extent. It is important to note that while 

a choice can be formed more or less reflectively or deliberately, meaning that factual 

autonomy is gradual, a person is often morally and legally granted the freedom of ‘a 

valid decision-making body’ if she meets a certain threshold of rationality, self-

reflection and self-control [31, 59]. Consumer law, for example, sees consumers as 

reasonably well-informed, observant and circumspect, which strikes a particular ‘bal-

ance between the need to protect consumers and promoting free trade’ [14]. While it 

is now popular in data protection scholarship to ‘question the very possibility of [user] 

control by deconstructing the conventional figure of the “rational and autonomous 

agent” that is at the core of “privacy as control” theories’ [43], only a limited 

“amount” of rationality and autonomy is needed to sustain the tenet of user control in 

data protection law. The legal question is whether the average data subject, who could 

not take the time to find and read an incomprehensible privacy policy and who was 

nudged by her digital environment and socio-economic context to click on ‘OK’ in 

favour of short-term gain, should qualify as autonomously and freely making an in-

formed choice. And if the answer is no — if we assume that data subjects cannot 

make autonomous, rational decisions in the online context — the follow-up question 

is whether this means that her freedom can be restricted, or whether her “choice” 

should be respected nonetheless.  

4 How to evaluate the tenets of user control and controller 

responsibility  

It follows from the analysis in section 2 that the GDPR places heavy reliance on 

enforcement by both private and supervisory authorities so as to ensure that control-

lers process data fairly — both to enable data subjects to exercise their control rights 

and to prevent controllers from bringing about unjustifiable harm. The GDPR seeks to 

empower and to protect. But how to interpret and apply these tenets? On the basis of 

which benchmarks do we decide whether to foster choice and accept indications of 

consent, despite the constraints discussed, or to opt for more protective, even paternal-

ist, approaches instead? Evaluations of user control are fraught with conceptual diffi-

culty. As remarked by Lazaro and Le Métayer [43], it is important to distinguish be-

tween user control as part of the foundation of data protection and user control as 

nothing but private enforcement. Private enforcement options may have been intro-

duced to overcome the failing of a purely administrative set of rules, but they also 

restore, in the words of Purtova [3], ‘the balance of power between individuals and 

data processing actors’. In the evaluation of Bygrave and Schartum [60], data protec-

tion law is about protecting privacy and data protection interests, whereby consent 



should ‘strengthen the bargaining position of individuals’. In the next sections, I will 

argue that the aim of data protection can be to protect specific interests but also to 

empower, depending on how the objective of the GDPR to protect fundamental rights 

is conceptualized. Under a will theory of rights, user control is indispensable, despite 

the constraining conditions of choice, while an interest theory of rights supports a 

large role for controller responsibility, despite the paternalism of this tenet. 

4.1 User control or controller responsibility — to what end?  

Whether private enforcement is a welcome addition or whether it is essential to the 

goal of data protection, depends on how the foundation and objective of data protec-

tion is conceptualized (and in particular, as will be argued in section 4.3, on how 

rights are conceptualized). I will discuss the protection of interests of the data sub-

jects, including the interest in being granted ‘a zone of relative insulation from outside 

scrutiny and interference’ [23], and informational self-determination: an empowering 

objective which is frequently seen as the justification for the tenet of user control.  

If the focus is on a protective goal of the GDPR, it is easy to conclude that data 

protection law is the responsibility of controllers, meaning that protective rules are an 

appropriate response to the constraints on the ability of data subjects to exercise 

choice. When Matzner et al [4] argued that it is not normatively desirable ‘to choose 

the individual user as the main responsible actor to improve the state of data protec-

tion’, they saw data protection as is something which citizens ‘need’. They asked 

whether it should be up to data subjects to ensure that their data is protected in the 

sense that ‘particular pieces of data should not be accessible to particular actors’. 

Since they have identified an interest which deserves protection, they can see data 

protection as something which needs to be protected by controllers and by the state 

for the benefit of data subjects. The GDPR protects a wide range of interests of indi-

viduals or society in general in relation to the processing of personal data. It protects 

not only confidentiality and data security, but also the right not to be discriminated 

and the right not to be unduly subjected to a profile. The GDPR takes on board all 

these different harms, seeking to ensure that the controller takes the interests of data 

subjects into account and abstains from taking unjustifiable risks. Interestingly, it also 

asks for particular attention ‘where personal data of vulnerable natural persons, in 

particular of children, are processed’ (recital 75).  

One privacy interest which can be protected by controllers, is the interest in having 

a space to develop one’s identity without undue outside interference. Multiple theo-

ries of privacy view this right as granting individuals a private zone within which they 

can consciously and with relative autonomy engage in self-formation [42, 61]. For 

Cohen, privacy in this sense is severely affected by profiling. The practice of profiling 

can make data flows less transparent and predictable [22], and it can lead to harmful 

and unjust decisions. However, privacy scholars like Cohen [23] are particularly con-

cerned about the impact of the use of profiles for online personalisation on an indi-

vidual’s ability to autonomously construct her identity. The nudging effect of digital 

environments complicates autonomous user control and creates an interest which can 

be protected. To ask data subjects to ensure that they are not subject to undue modula-



tion and interdiction, defeats the purpose. If it is done well, they will not be aware of 

the effect; they will perceive their preferences and actions as authentic. They may 

even offer their consent in the future [23, 32]. Thus, if certain interferences with an 

individual’s process of self-formation simply should not be undertaken, then it is pri-

marily the responsibility of controllers to refrain from adopting such illegitimate pur-

poses. In the typology of Koops et al [62], seclusion, secrecy, and control lie on a 

continuum of accessibility from private to public. While this may be so, the former 

two require protection, and the latter requires empowerment. 

User control necessarily plays a prominent role in data protection if the focus is on 

the right to informational self-determination and on the power available to individuals 

to push back and to engage in ‘boundary management’ [42]. It was of great influence 

to the EU data protection tradition that the German Bundesverfassungsgericht brought 

to life the right to informational self-determination in 1983 [63]. This right is defined 

as follows: ‘the authority of the individual to decide himself, on the basis of the idea 

of self-determination, when and within what limits information about his private life 

should be communicated to others’ [21-22, 64]. Underlying this right is a concern 

about chilling effects. If you cannot predict which information is known about you in 

certain ‘social milieus’, then your decisions will be subject to ‘pressure influence’ 

[21]. For example, the Bundesverfassungsgericht [21] argued that ‘[i]f he [the indi-

vidual] reckons that participation in an assembly or a citizens’ initiative will be regis-

tered officially and that personal risks might result from it, he may possibly renounce 

the exercise of his respective rights’. More generally, as noted by Hornung and 

Schnabel [22], ’[i]f citizens cannot oversee and control which or even what kind of 

information about them is openly accessible in their social environment, and if they 

cannot even appraise the knowledge of possible communication partners, they may be 

inhibited in making use of their freedom’. The court [21] ties this to the German con-

stitutional right to personality, arguing that chilling effects impair an individual in her 

chances of self-development and thereby stand in the way of a free democratic socie-

ty.  

Taking a cue from Purtova’s [3] view of data protection law as restoring the power 

balance between data subjects and controllers, and from the focus of the Bundesver-

fassungsgericht [21] on chilling effects to fundamental rights, I propose that informa-

tional self-determination protects political power. It protects the influence which an 

individual or group of individuals can have over what it means to hold fundamental 

rights in a given polity. This is because it limits the extent to which other actors in 

society, be they governmental or private, can preclude certain activities. For example, 

if the state is aware of the meetings of a controversial political group, it is in the posi-

tion to prohibit the assembly, thereby determining that it is not worthy of protection 

under the relevant rights and freedoms. Similarly, an individual may wish to hide 

sensitive information about herself in specific contexts so as to prevent others from 

discriminating her on the basis of that information — thereby protecting her right to 

equal treatment, as she perceives it. Her ability to control whether the sensitive infor-

mation is known, allows her to act on her belief that the information should be irrele-

vant to others: that it is private in the sense that it is just for her to hide it. Informa-

tional self-determination therefore indirectly safeguards the ability of individuals to 



define, for themselves, what their interests and needs are and how they should be 

protected in a just society. For example, the right to object allows data subjects to 

object to processing which takes place on the basis of the public interest or a legiti-

mate interest of the controller or of a third party (GDPR, art 21(1)). This means that, 

if a data subject does not agree with the balance between this other interest and her 

own rights, the right to object provides an avenue through which she can make herself 

heard. 

The Bundesverfassungsgericht considered it crucial that individuals have control 

over information flows for the protection of other rights and freedoms, to the extent 

that control was deemed to be a right of its own. Informational self-determination 

protects an interest or need, but it is different from other interests as it is now essential 

that the data subject takes an active role. The state may need to require controllers to 

amend their conduct in order to establish a situation in which effective control is pos-

sible. If control rights are unenforceable because of the complexity of the Big Data 

landscape [39], the right to informational self-determination would demand state in-

tervention to remedy the situation.  

It is important to note that the right to informational self-determination is not abso-

lute. Thus it is possible that certain information flows should or should not occur, 

irrespective of the wishes of the data subject. Depending on the political theory of 

choice, it could be desirable to limit the use of profiles so as to protect the relatively 

autonomous self-formation of individuals, or perhaps profiles should be used to create 

a public space where political deliberation occurs, or, alternatively, to offer the safety 

promised by the Hobbesian state [cf 65]. In the German tradition, informational self-

determination is only the ‘intermediate value’ adopted by the Bundesverfas-

sungsgericht to protect the higher rights to dignity and personality [63]. Rouvroy and 

Poullet [63] argue, in this vein, that the two facets of privacy tied to seclusion and 

control ultimately do not pursue different goals, as they together sustain self-

determination and collective decision-making. Both the right to be let alone so as to 

engage in relatively autonomous self-formation, and the right to informational self-

determination, advance ‘the capacity of the human subject to keep and develop his 

personality in a manner that allows him to fully participate in society without however 

being induced to conform his thoughts, beliefs, behaviours and preferences to those 

thoughts, beliefs, behaviours and preferences held by the majority’. Undeniably, how-

ever, the two tenets do come into tension. When an individual is or is not granted 

privacy against her wishes, she has little say over what the right to privacy means or 

should mean. Her capacity to develop thoughts, beliefs, behaviours and preferences 

may be protected, but her power to affect what the right to privacy should entail is 

diminished for the sake of developing this capacity, limiting the control she has over 

the boundary between her and others.  

4.2 Fundamental rights protection as the overarching objective of the General 

Data Protection Regulation  

To evaluate the roles for user control and controller responsibility, given the issues 

these tenets face with choice and paternalism, it is necessary to look beyond either 



informational self-determination or another interest or need which can be protected. 

How do we get past stand-offs in which scholars emphasize one side or the other? 

While the Bundesverfassungsgericht can appeal to the higher right to personality, the 

EU legal order lacks an equivalent. In the absence of a similar over-arching right, this 

paper proposes to ask the question of responsibility with an eye to fundamental rights 

in general.  

From a doctrinal perspective, the objective of the GDPR to protect fundamental 

rights overarches the different tenets of data protection. The question of responsibility 

thus becomes an inquiry into what it means to protect or enjoy fundamental rights. In 

accordance with Article 1, the GDPR protects the fundamental rights and freedoms of 

natural persons and in particular their right to the protection of personal data with 

regard to the processing of personal data. The GDPR no longer protects, in particular, 

the right to privacy, as did the Data Protection Directive. The right to the protection of 

personal data, laid down in Article 8 of the Charter, has taken this place. Article 8(2) 

elevates the status of a number of data protection principles, which were designed to 

regulate the processing of personal data in a manner which achieves an appropriate 

balance between the different rights and interests involved. The processing of person-

al data has a bearing on many different fundamental rights. When the EU legislature 

decided to further substantiate the meaning of the right to the protection of personal 

data by adopting the GDPR, it remained fully aware that not one right could take 

priority in the resulting legal framework [e.g. 66]. This is made evident by the fre-

quent reference to “the rights and freedoms of individuals” throughout the GDPR, 

which must, according to the Article 29 Working Party [67], be understood as refer-

ring to not only privacy, but also to ‘other fundamental rights such as freedom of 

speech, freedom of thought, freedom of movement, prohibition of discrimination, 

right to liberty, conscience and religion’. Importantly, recital 4 reminds us that the 

right to the protection of personal data is not an absolute right, and that it must ac-

cordingly be balanced against other fundamental rights so as to respect them, too. It 

thus states that the GDPR respects all fundamental rights, mentioning explicitly ‘the 

respect for private and family life, home and communications, the protection of per-

sonal data, freedom of thought, conscience and religion, freedom of expression and 

information, freedom to conduct a business, the right to an effective remedy and to a 

fair trial, and cultural, religious and linguistic diversity.’ The Commission’s draft 

General Data Protection Regulation [10] similarly enumerated a number of relevant 

rights, including further the right to property, the prohibition of discrimination, the 

rights of the child, the right to health care, and the right to access documents.  

The free flow of personal data is a particularly important consideration in EU data 

protection law. Article 1 GDPR refers to the fundamental freedoms of the internal 

market and provides that the free flow of personal data shall neither be restricted nor 

prohibited to protect fundamental rights. This is a remnant of the focus of the EU on 

the establishment of an internal market. In the area of data protection law, fundamen-

tal rights protection is articulated and offered by the EU partly because differences in 

the level of protection would affect the free flow of information (recital 9) [10]. This 

rationale must, however, not be overestimated. The CJEU pays less and less attention 

to the internal market dimension [13, 68]. Although the EU can still be characterized 



as a separate legal order by virtue of its pursuit of ‘the market-driven integration of 

nation states into a supra-national entity’, it also 'increasingly commits itself to the 

political project of protecting fundamental rights’ [69]. Lynskey [13] points to Article 

16 TFEU as freeing data protection law from its internal market constraints. She also 

highlights the contentious nature of this second, economic, ambition of the GDPR. 

The free flow of information is no longer the main aim of EU data protection law, but 

it can be one of the considerations which needs to be taken on board when the balance 

between the relevant rights and other considerations is struck. 

The turn of data protection law away from the internal market and away from pri-

vacy alone, towards fundamental rights in general, ties in well with modern privacy 

and data protection scholarship. The recognition of other rights and freedoms is pre-

sent in Nissenbaum’s [70] theory of privacy, as some data flows are appropriate and 

others are not. The appropriateness of data flows is not at all dependent solely on the 

amount of secrecy or control which is provided. The processing of certain types of 

information can be deemed inappropriate because, amongst other reasons, it may lead 

to restrictions of other fundamental rights. Rouvroy and Poullet [63] observe that 

‘data protection is also a tool for protecting other rights than the right to privacy’, as 

data protection law also prevents potential discrimination given the regime for special 

categories of data.5 Some data protection scholars [71-74] consider data protection a 

purely procedural body of law which serves other rights and freedoms. It ‘does not 

directly represent any value or interest per se, it prescribes the procedures and meth-

ods for pursuing the respect of values embodied in other rights’ [71]. In the words of 

De Hert and Gutwirth [74], data protection law provides channels for the coordination 

of different rights and competing considerations, through which controllers should 

‘reconcile fundamental but conflicting values such as privacy, free flow of infor-

mation, the need for government surveillance, applying taxes, etc’.6  

4.3 The nature of (fundamental) rights 

It is not only doctrinally appropriate, it is also illuminating to assess the appropriate 

roles of user control and controller responsibility with reference to the nature of fun-

damental rights. This perspective opens up the discussion on whether or when it is 

appropriate for the GDPR to empower or to protect. At first sight, it makes sense to 

encumber the controller and state institutions with the protection of fundamental 

rights. The state is under both negative and positive obligations to respect and protect 

fundamental rights. Respect for fundamental rights makes a legal order legitimate. 

The required action or abstention does not need to be claimed by the rights-holder. 

However, the matter of rights becomes more complicated if one recognizes that the 

substance of fundamental rights is not a given. It is determined by the polity in which 

                                                           
 
6 A difficulty is that the protection of personal data is conceptualised differently in the different Member 

States. Gellert, De Hert and Gutwirth have developed their view on EU data protection from a Belgian 

background, and according to González Fuster [64], Belgium is one of the Member States ‘where the pro-
tection of personal data is conceived as primarily serving other existing rights’.  



they apply, and it is subject to intense contestation. As noted by Waldron [75], ‘[a]ny 

theory of rights will face disagreements about the interests it identifies as rights, and 

the terms in which it identifies them. Those disagreements will in turn be vehicles for 

controversies about the proper balance to be struck between some individual interest 

and some countervailing social considerations’ [69]. This gives the concern over pa-

ternalism in data protection law a particular sting, as it affects not only the forms of 

freedom and autonomy which an individual can legitimately enjoy, but also, in partic-

ular, her say regarding the substance of fundamental rights protection in her polity. In 

other words, it affects her say on what justice entails and on when authority is legiti-

mate. 

The answer to the question of responsibility depends on whether a will-based theo-

ry or an interest-based theory of rights is adopted. Interest theories see it as the func-

tion of rights to promote the interest or well-being of the rights-holder by giving her 

the benefit of another’s duty. The idea is that some interests merit special attention. A 

right exists because there is an interest which requires protection [76]. One’s right is a 

legal, possibly a fundamental, right ‘if it is recognized by law, that is, if the law holds 

his interest to be sufficient ground to hold another to be subject to a duty’ [77]. The 

rights-holder is protected for her benefit, as under many of the provisions of the 

GDPR. The fact that rights are respected “by default” and cannot be waived, entails 

that individuals who lack the freedom, autonomy or agency to adequately claim and 

defend their rights, are protected. However, this raises the question whether the inter-

est-based approach should be taken on, particularly in the legal context, as rights are 

granted or withheld on the basis of another’s perception of the rights-holder’s inter-

ests (at best) [77]. If someone is perceived as having an interest, and accordingly is 

granted a right which the duty-holder respects, while the person concerned would not 

agree to this state of affairs, her choice is usurped for her own good. Thus, interest-

based rights promise us the same double-edged sword as controller responsibility. 

Data subjects are afforded the protection of the principles of fairness, purpose limita-

tion, data minimization, etcetera, even if they cannot adequately make use of their 

legal powers to choose what to consent to and to object to a processing operation. 

However, they are afforded this protection whether they want it or not. As under an 

interest theory of rights, data subjects are denied the political power to fully determine 

what the protection of their rights should look like. It is therefore interesting for the 

evaluation of controller responsibility to see how interest theories tackle the charge of 

paternalism.  

If the tenet of controller responsibility shares the problems of an interest theory of 

rights, the correlate of the tenet of user control is a will theory of rights. Will theories 

see the function of rights not as the protection of one’s interests (unless perhaps the 

interest is that of autonomy [78]), but as granting the rights-holder control over the 

duty of another [79]. The purpose and value of rights is precisely that it grants author-

ity and permits the exercise of choice. The rights-holder can waive, annul or transfer 

the duties of the duty-bearer; the right is at her disposition. ‘To have a right is to have 

the ability to determine what others may and may not do, and so to exercise authority 

over a certain domain of affairs’ [80]. This is akin to how the right to privacy is often 

used in common parlance: as a shield which allows an individual to exclude others 



from a certain sphere within which she should have full sovereignty. It is also akin to 

the notion of informational self-determination, which grants the rights-holder control 

over whether others may access her information and over what they may do with this 

information. The options to withhold or withdraw consent, to opt-in to more extensive 

processing operations, to correct your data, and to object, grant a measure of control 

over the conduct of others. Again, though, this theory offers a double-edged sword. A 

challenge for will theory is that it ‘could (...) be used, at least in principle, to justify 

slavery or absolute subjugation, since people could be thought of as having sold or 

abdicated their liberty, for the price of subsistence or security, to a master or a king’ 

[81]. Will theory leaves those who are not able to demand their rights in line with 

their interests, without protection. The role of consent in data protection law similarly 

exposes data subjects who do not act in accordance with their interests when they 

agree to a data processing operation. Without additional protection, data subjects 

would be able to “consent away” their privacy, irrespective of the conditions under 

which this choice occurs. In the extreme, will theory leaves incompetent or non-

autonomous individuals without any protection, as they do not even qualify as a 

rights-holder. This forces the will theorist to resort to proxies that can exercise power 

for them, such as parents or legal guardians [78]. One of the challenges for will theo-

rists is whether rights apply to all those who can express a preference (in the worst 

case, like a mollusc ‘”chooses” to close its shell to avoid intruders and to open it to 

admit nourishment [78]), or only to those who have made a conscious, autonomous 

choice — and where to draw the line. In the GDPR the line is drawn at the age of 16, 

as children are unable to give consent without the authorisation of the holder of paren-

tal responsibility (art 8(1)). It is relevant for the role of user control to assess how and 

why will theorists justify the alienability of rights and the reliance on proxies. Should 

data protection law follow their cue, if it is to take its aim to protect fundamental 

rights seriously, and if not, why not?  

5 Conclusion 

Asking whether data protection is the responsibility of the state, this paper has ex-

plored the presence of user control and controller responsibility in the GDPR and 

paved the way for an in-depth evaluation of these two tenets in light of the overarch-

ing objective of the GDPR to protect fundamental rights. The paper brings to the fore 

a dilemma which is present in the debate on “notice-and-consent” and which ties in 

well with the debate between will-based and interest-based theories of rights. If one 

has in mind a set of pre-defined interests, such as the interest in seclusion or the inter-

est in secrecy, it is not problematic to conclude that the GDPR should require control-

lers to protect data subjects. In practice, however, the appropriateness of data flows is 

not clear-cut. When data processing operations are restricted for the benefit of data 

subjects, certain rights, interests or other considerations are accorded greater weight 

than others even though data subjects themselves may disagree. User control is im-

portant because it gives data subjects the political power to assert whether they think 

specific data flows are appropriate. Control rights allow them to decide on the appro-



priateness of the data processing operations which affect them in light of the balance 

between the applicable rights and interests which they think should be struck. Thus, 

there is something to be said for placing the responsibility for data protection primari-

ly with data subjects. This enlarges their power to partake in the formulation of the 

meaning of fundamental rights in specific situations. Then again, the constraints on 

the ability of a data subject to freely and autonomously exercise her control rights 

might lead her to inadequately defend her interests. We need to consider the condi-

tions under which choice is or is not respected: the information which is presented, 

and how it is conveyed; the availability and popularity of other options in the market; 

the digital environment within which data is collected and used; and the overall socio-

economic context, influencing not only what is possible for the data subject in the 

given architecture or code, but also her goals and desires, and how her options, goals 

and desires are perceived [3, 13, 63]. The more constraining the conditions of choice, 

the more attractive the protective track of controller responsibility. If we truly do not 

regard the data subject’s choice as free and autonomous, this may entail that her free-

dom should be restricted so as to offer protection. Perhaps, then, it is better for the 

GDPR to offer protection with the perceived interests of data subjects and society as a 

whole in mind.  

How to assess which edge of the double-edged sword to sway; user control, or con-

troller responsibility? Under the GDPR, the benchmark is that of the protection of the 

fundamental rights and freedoms of individuals. The question of responsibility thus 

becomes whether the protection of the fundamental rights of data subjects is some-

thing which controllers, under the supervision of supervisory authorities, should take 

on for the benefit of the individuals concerned. This perspective allows the dilemma 

to be further analysed and evaluated in light of will-based and interest-based theories 

of rights. How do these theories justify the shortcomings of an approach which pro-

tects the perceived interests of individuals, and those of an approach which vests au-

thority in the individual? Presumably, if, on the one hand, the rights of data subjects 

serve to protect their interests, the bullet of paternalism has to be bit; on the other 

hand, if their rights assume a great deal of moral and political capacity and thereby 

require them to engage in an active expression of their preferences or choices, any 

further protection cannot occur in the name of fundamental rights.  
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