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Abstract—The largest DDoS attacks in history have been
executed by devices controlled by the Mirai botnet trojan.
To prevent Mirai from spreading, this paper presents and
evaluates techniques to classify binary samples as Mirai based
on their syntactic and semantic properties. Syntactic malware
detection is shown to have a good detection rate and no false
positives, but to be very easy to circumvent. Semantic malware
detection is resistant to simple obfuscation and has better
detection rate than syntactic detection, while keeping false
positives to zero. This paper demonstrates these results, and
concludes by showing how to combine syntactic and semantic
analysis techniques for the detection of Mirai.

1. Introduction

On any Internet-exposed service, it is fundamental that
the service is able to handle connections and requests to per-
form its function. However, the infrastructure supporting the
service necessarily has a limited capacity to handle requests.
An attack able to prevent a service from performing its
function is known as a Denial of Service (DoS) attack [28].

When a single device is performing a DoS attack, it is
common for the service to blacklist the attacker’s address
to prevent the attack from succeeding. Thus Distributed
Denial of Service (DDoS) attacks use thousands or even
hundreds of thousands of devices in parallel to execute DoS
attacks [11]. Typically, large networks of devices remotely
controlled by an attacker are used to execute DDoS attacks.
Such networks are known as botnets, and are usually built by
infecting unprotected devices with a trojan that takes control
of the device and waits for commands from the controller
of the botnet [23].

DDoS attacks are among the most difficult attacks to
protect a system against [11]. When a botnet of hundreds of
thousands of nodes attacks the same target, it is impossible
for the target to distinguish legitimate traffic from attack
traffic, and the service becomes unusable. The largest DDoS
attacks to date have reached 620 Gbps and 1Tbps of network
traffic generated by the attack [17], [20]. Both of these
attacks have been generated by botnets created with the

same malware: the Mirai botnet trojan. Due to its proven
effectiveness in collapsing network infrastructure, Mirai can
be considered as a powerful cyberweapon that is outside
the control of any government. Hence, stopping it is an
important issue for the stability and reliability of the global
Internet infrastructure.

The goal of this paper is to study Mirai and to determine
effective methods to stop the spread of Mirai. Since Mirai
infects IoT devices that are assumed to have limited com-
putational power, the device itself cannot be relied upon to
have effective antivirus capabilities. In fact, even changing
the default password of the device would be enough to stop
the basic versions of Mirai, but the extensiveness of the
botnet shows that this is not happening in practice.

The responsibility for detecting and stopping Mirai thus
falls to the network firewall to be able to detect Mirai
samples in transit. That is, infrastructure devices should be
able to determine whether a transiting binary file is Mirai.

Malware detection is commonly based on signatures of
known binaries, where some characteristic information of
the binary (the signature) is extracted from the binary and
compared to signatures of known malware to find if there
is a correspondence.

Signature-based malware detection normally proceeds as
follows. First, the analyst obtains a number of samples of the
malware they want to detect. Second, the analyst also obtains
a database of cleanware that is not supposed to be detected
as malware. Third, the analyst extracts the signatures of each
malware and cleanware sample and tries to find common
characteristics of the malware signatures that do not appear
in the cleanware signatures. Fourth, the characteristics that
distinguish the malware from the cleanware can be used to
build a signature for the malware. Fifth, this signature can
be used to classify a new sample to determine whether it is
malicious or clean.

The fourth and fifth steps are sometimes implemented
automatically using a supervised classification machine
learning algorithm. The algorithm is trained over features
of the samples of the malware and cleanware, and becomes
able to automatically classify samples as malicious or clean.
Note that malware detection based on anomaly detection



also exists, but it is not discussed here since it’s not as
effective in detecting a specific, known family of malware.

This paper distinguishes between syntactic and semantic
malware detection according to whether the signatures used
are based on syntactic or semantic properties of the binary,
respectively.

Syntactic properties (also known as static properties)
are those that are easy and computationally inexpensive to
extract, in particular they do not require any analysis of the
program behaviour or simulation of computation. Syntactic
properties of a binary include: its size, its sections, the
entropy of the whole binary or some of its sections, the
value of some specific bytes (e.g. its magic number), and
its strings. However, it is also easy for malware creators
to modify such properties using obfuscation techniques to
hinder signature extraction. This paper uses the state-of-the-
art YARA tool [3] for malware detection based on syntactic
signatures. YARA syntactic signatures, known as rules, are
commonly used to relay information about the detection of
malware binaries. While automated rule generation mecha-
nisms exist [7], [9], rules are mostly hand-written or refined
by human analysts. YARA uses an efficient pattern matching
algorithm to determine whether a binary corresponds to
any of the rules in a YARA rule database. The authors of
YARA rules are responsible for ensuring efficient matching,
high detection, and low false positive rate. This work uses
two different YARA rule databases for Mirai detection,
maintained by Virustotal and by Florian Roth. The rules are
mostly based on the strings that are visible in the binary.
Full details are given in Section 4.

Semantic properties (also known as behavioral or dy-
namic properties) are more expensive than static properties
to extract, since they require some kind of behavioral anal-
ysis of the binary. Semantic properties include: its control
flow, its interaction with the system it is running on, and its
network communications. However, semantic properties are
far harder for malware creators to obfuscate than syntactic
properties, since they rely on the actual behavior of the
malware. This paper uses the interactions with the system as
summarized in a System Call Dependency Graph (SCDG).
The SCDG maps all interactions of the binary with the
system (in the form of its system calls) as the nodes in
a graph, and connects nodes that are logically dependent
on each other (e.g. creating a file, writing on that file,
and closing that file). This paper uses symbolic analysis
based on the Angr tool [34] to extract SCDGs from binaries
to be used as semantic signatures. The classification is
based on machine learning, using the gSpan common sub-
graph algorithm to extract relevant fragments of the SCDGs
characterizing Mirai behavior and using distance metrics to
determine whether the SCDG of a sample binary is similar
enough to the SCDGs of Mirai to classify the sample as
Mirai. Full details are given in Section 5.

Due to the different strengths and weaknesses of the
syntactic and semantic approaches, it is reasonable to try
and combine both to obtain a technique more effective
than either one alone. This paper also considers how to
construct such a combined syntactic and semantic system

and empower the system with whitelisting to both: reduce
false positives, and to increase efficiency of the system. Full
details are given in Section 6.

Note that while the techniques of this paper are focused
on Mirai, they can be adapted to any other malware family
and extended to multi-family detection and classification.

This paper provides the following contributions.

1) Describing the capabilities of the Mirai botnet tro-
jan, including its infection and replication methods
and the trojan’s common behavior.

2) Evaluating the effectiveness of syntactic malware
detection based on the YARA tool on a database of
516 Mirai binaries and 6438 clean binaries, show-
ing that YARA obtains an F0.5-score of 98.69%
with zero false positives. The choice to rank by F0.5

score was to give greater weight to false positives,
since these are considered more detrimental to good
performance in malware classification.

3) Showing how simple string obfuscation techniques
reduce YARA’s accuracy to zero.

4) Evaluating the effectiveness of semantic malware
detection based on SCDGs and the gSpan algorithm
on the same database, obtaining an F0.5-score of
99.78% again with zero false positives.

5) Discussing the limitations of the semantic tech-
nique.

6) Describing a combined syntactic and semantic de-
tection technique that includes feedback to improve
effectiveness and efficiency.

The structure of the paper is as follows. Section 2
describes Mirai. Section 3 discusses the database of samples
used for the analysis. Section 4 describes the results of
using syntactic analysis based on YARA for Mirai detection.
Section 5 describes the results of using semantic analysis
based on SCDGs and the gSpan algorithm for Mirai de-
tection. Section 6 describes how to combine the syntactic
and semantic approaches to obtain better results than either
technique. Section 7 concludes the paper.

2. The Mirai Botnet

This section describes the Mirai malware family ana-
lyzed in this paper.

2.1. Timeline

The initial activity of Mirai can be traced to August
2016, generating distributed denial of service (DDoS) at-
tacks based on generic routing encapsulation (GRE) floods
peaking at 280 Gbps and 130 Mpps [13]. Also in August
2016, independent malware researchers at MalwareMust-
Die! published a full analysis of Mirai’s capabilities and
attack vectors, identifying Mirai as an evolution of malware
previously known as GayFgt, Torlus, Lizkebab, Bash0day,
Bashdoor, or BashLite [24].



The attention on Mirai increased on the 20th to 22nd of
September 2016 when Mirai was used for a 620 Gbps DDoS
attack by approximately 120,000 devices on the website
KrebsOnSecurity [20], and a 1 Tbps DDoS attack by ap-
proximately 150,000 devices on French internet service and
hosting provider OVH [17] leading to worldwide scrutiny.
The attacks were peculiar by being able to reach such a large
volume without using any DNS reflection, while instead
relying on a large network of IoT devices, mostly closed-
circuit cameras (CCTV), routers, and digital video recorders
(DVRs).

On the 30th of September 2016 Mirai’s author, nick-
named “Anna-senpai”, released the source code of Mirai,
allowing for deeper study and replication [21]. A mapping
of Mirai botnets was published on the 3rd of October 2016
by security researcher MalwareTech [25]. On the 21st of
October 2016, a Mirai botnet was used for a series of DDoS
attacks against DNS provider Dyn, impacting the availability
of many websites including PayPal, Twitter, Reddit, GitHub,
Amazon, Netflix, Spotify, and Runescape [31]. On the 3rd of
November 2016 a 500 Gbps DDoS attack by a Mirai botnet
against a mobile provider in Liberia has been reported by
security researcher Kevin Beaumont [4]; however, the attack
was nullified by DDoS mitigation with minimal impact on
the users [19]. A variant of Mirai with SOAP exploitation
and additional propagation through the TR-064 and TR-
069 protocols caused an outage for over 900,000 Deutsche
Telekom customers on the 28th and 29th of November 2016
[10]. Another variant was used for a 54-hour DDoS attack
on a US college starting on the 28th of February 2017 [5].

2.2. Capabilities

Mirai malware infects computers (mostly devices like
CCTVs, DVRs, etc.) running the Linux operating system
and combines these computers into a large botnet. This
botnet is usually then used for DDoS attacks. Thus, Mirai
has two main functions - infection and attack. The original
Mirai consists of 3 distinct programs - bot, downloader, and
server.

Taxonomically, we note that Mirai is neither a virus nor a
worm. A virus is a program capable of replicating itself, and
a worm is a virus explicitly using the network to replicate
itself. In the particular case of Mirai, neither of the three
parts is capable of replicating itself, nor does the set of
three parts replicate itself from one computer to another.

Nevertheless, the botnet expands itself by coopting new
vulnerable computers, because one of the parts (the server)
copies another part (the dowloader) to these computers
and the downloader copies the bot from the server to the
computer it has infected.

2.2.1. The Bot. The Mirai bot is the software that resides
on the infected devices. The bot has two primary functions:
scan the Internet for vulnerable hosts and communicate them
to the server, and conduct DDoS attacks of the kind and
against targets specified to the bot by the server.

Immediately after the bot is started on the newly infected
device the bot: deletes itself from the file system, modifies
its process name to a random alphanumeric string, and wipes
its command-line arguments. These are all performed in
order to hide the presence of the bot. The bot then kills the
processes that listen to TCP ports 22 (SSH), 23 (Telnet) and
80 (HTTP), in order to prevent other bots from connecting
to the infected device.

The bot also examines the running processes (by read-
ing the files in the directory /proc/) and attempts to
kill various other “competing” bots, if they are found to
be present. In particular, the bot looks for the strings
“REPORT %S:%S”, “HTTPFLOOD”, “LOLNOGTFO”
(corresponding to various variants of the QBot mal-
ware), “\X58\X4D\X4E\X4E\X43\X50\X46\X22” (any-
thing packed with the executable packer UPX), “ZOL-
LARD” (the Zollard bot), as well as for any processes that
have “.anime” in their name. Any such process, if found, is
swiftly terminated.

The Mirai bot does not use any mechanism for
persistence. Therefore, it can be removed by just rebooting
the infected device. However, given the prevalence of
Mirai-infected machines actively scanning the Internet, any
clean vulnerable device will be re-infected within seconds,
if connected directly to the Internet (i.e., not behind a
firewall that blocks incoming telnet connections).

Scanning. The bot generates random IP addresses and
checks whether vulnerable computers reside at these ad-
dresses. The IP addresses are generated using the Xor-
shift128 pseudo-random number generator [26]. The bot
explicitly ignores IP addresses belonging to some specific
subnets, listed in Table 6 in the Appendix. If a telnet connec-
tion (TCP port 23) to a generated IP address is successful,
the bot tries to log in, using one of 60 username/password
pairs. The full list is given as Table 7 in the Appendix.

The bot verifies that it has succeeded to log in by issuing
the following commands:

enable
system
shell
sh
/bin/busybox MIRAI

The first four commands attempt to start a shell in various
environments. The last command invokes a multi-purpose
system program (busybox) with an invalid argument (“MI-
RAI”). The reason for this is because the system prompts
vary in the different environments, so the bot uses the
response of busybox when an invalid argument has been
passed to it to determine that the system has reacted to its
commands and, therefore, it has successfully logged in.

If the bot determines that it has successfully logged
into a vulnerable machine, it contacts the server and
communicates the IP address of the machine, the TCP
port that the bot opened on the machine, and the
username/password pair used for successful login.



DDoS Attacks. The bot also listens for commands from
its server, instructing it to perform various attacks against
specified targets. The commands specify the type of DDoS
attack, the IP/subnet of the target, and duration of the attack.
The following types of DDoS attacks are supported:

• Simple UDP flood
• UDP VSE (Valve Source Engine) flood
• DNS flood
• SYN flood
• ACK flood
• STOMP flood
• GRE IP flood
• GRE ETH (Ethernet) flood
• UDP flood optimized for speed
• HTTP/GET flood

The commands can fine-tune the attacks by varying different
parameters of the packets used in the floods - packet size,
TTL (time-to-live), source IP, source port, destination port,
etc.

2.2.2. The Downloader. The Mirai downloader is a very
small program (about a kilobyte), whose only function is to
download the version of the bot for the appropriate platform
from the server and to transfer control to the bot. Strictly
speaking, the downloader is not necessary - if the server
could send the downloader to the vulnerable device, the
server could just as easily send the bot itself. Indeed, many
newer versions of Mirai do not use a downloader and consist
of only two substantially different program parts.

2.2.3. The Server. The Mirai server receives from the bots
the results of their scanning of vulnerable hosts as (IP,
port, username, password) tuples. For each tuple the server
proceeds to log into the vulnerable machine.

Once logged in, the server executes the following com-
mands:

enable
shell
sh
/bin/busybox ECCHI
/bin/busybox ps; /bin/busybox ECCHI
/bin/busybox cat /proc/mounts; \\
/bin/busybox ECCHI

As with the bot, the response from passing an invalid
argument to busybox is used to determine that the machine
has finished processing the commands issued by the server
and has finished sending its responses to them. The contents
of /proc/mounts lists the available mounted file systems.
Each one of them is tested to check whether it is writable
by creating a short text file on it, examining its contents,
and removing it:

echo -e ’\\x6b\\x61\\x6d\\x69<DIR>’ \\
> <DIR>/.nippon; /bin/busybox cat \\
<DIR>/.nippon; /bin/busybox rm \\
<DIR>/.nippon

If such a writable directory is found, the server switches to
it and creates an executable file there:

cd <DIR>
/bin/busybox cp /bin/echo dvrHelper;\\
>dvrHelper; /bin/busybox chmod 777 \\
dvrHelper; /bin/busybox ECCHI

The server then examines the contents of the file
/bin/echo, in order to determine the CPU platform of
the victim. The original Mirai variant supports 9 different
platforms (ARM, ARM7, Motorola 68000, MIPS, Mipsel,
SH4, SPARC, PowerPC and Intel x86), although some
variants support up to 13 different platforms (additionally
ARM5N, Intel 686, PowerPC Floating Point, 64-bit Intel
x86). If the platform is ARM, the malware also uses the
contents of the file /proc/cpuinfo to determine exactly
what kind of ARM platform this is:
/bin/busybox cat /bin/echo
/bin/busybox ECCHI
cat /proc/cpuinfo; /bin/busybox ECCHI

The server then checks for the presence of the programs
wget or tftp. If one of them is found, it is used to
download the downloader from the repository and to launch
the downloader in order to download the bot. Only the image
of the downloader and the bot for the correct CPU platform
is downloaded from the repository.

Theoretically, Mirai can have its parts distributed among
3 different machines: the vulnerable device running the bot,
the server communicating with the bots and performing the
infection, and the repository from where the server takes the
components (downloader and bot) to upload to the infected
devices. In practice, however, the server and the repository
often reside on one and the same machine, usually a virtual
machine on some cloud service provider. The address of the
server is hard-coded (in encoded form) in the body of the
bots, so when moving to a new server (e.g., because the old
one has been shut down due to abuse complaints) the bot
has to be re-compiled, producing at least a slightly different
new variant. This (along with the free availability of the
source code) is why there are so many Mirai variants.

3. Sample Set

This section describes the set of Mirai and clean samples
used for the analysis in the rest of the paper.

The Mirai samples were collected using a honeypot for
IoT malware from the 6th of April 2017 to the 14th of Au-
gust 2017. During this time, more than 500 unique variants
of malware were captured, each variant being available in
samples for at least 8 different architectures.

In this paper the honeypot samples were limited to those
that were statically linked ELF binaries targeting x86 32-bit
platforms. This left 526 binaries that were likely to be Mirai.
A further 9 binaries were removed from the set: 3 because
they were samples of different malware, and 6 because we
were not able to ascertain what they were (either using
any method in this paper, VirusTotal, or manual analysis),
leaving 516 confirmed Mirai binaries.

The clean samples were taken from the static-get1 dis-
tribution for obtaining statically linked ELF 32-bit binaries.

1. http://s.minos.io/



TABLE 1. NAME OF THE CAPTURED MIRAI SAMPLES AND THEIR
FREQUENCY

File Name Frequency
mirai.x86 53.68%

miraint.x86 25.97%
x86 5.43%

mirai.i686 3.10%
miraint.i686 2.91%

mirai.x86 686 1.55%
miraint.x86 686 1.16%

dlr.x86 1.16%
usb bus.x86 0.97%

tveth.x86 0.78%
pein.x86 0.78%

mirai.i586 0.39%
81c4603681c46036.x86 0.19%

mm.x86 0.19%
lavertele.i686 0.19%

camili.x86 0.19%
lavertelent.x86 0.19%
lavertele.x86 0.19%

boot.x86 0.19%
gnome.x86 0.19%

rash.x86 0.19%
helper.x86 0.19%

lavertelent.i686 0.19%

This database allowed the collection of 6438 binaries con-
firmed to be clean.

The combined sample set thus includes 516 Mirai sam-
ples and 6438 clean samples, all of which are 32-bit stati-
cally linked ELF binaries. The statically linked restriction is
due to Mirai being statically linked and so needing a similar
property for the clean samples. The choice of 32-bit ELF is
due to the clean samples being 32-bit.

The several variants of mirai collected have varying
filenames. Table 1 list the filenames appearing as well as
their frequencies. In Figure 1, we show the cumulative dis-
tribution function of the sizes of the captured mirai samples.
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Figure 1. Cumulative distribution of the sizes of the captured mirai samples.

4. Mirai Detection by Syntactic Analysis

This section describes how the YARA tool has been
used for detection of Mirai samples according to their
syntactic properties. Section 4.1 describes syntactic malware
classification in general, and Section 4.2 presents the YARA
tool. Section 4.3 describes the methodology used to evaluate
YARA as a tool to detect Mirai samples, and Section 4.4
presents the results of the evaluation. Finally, Section 4.5
discusses limitations of syntactic malware analysis and
countermeasures that can be used against it.

4.1. Syntactic Malware Classification

This section presents malware detection based on syntac-
tic properties. Basing malware detection and classification
on automatically-extracted syntactic properties of malware
like n-grams and strings is a consolidated approach with
more than a decade of research [1], [18], [32], [33]. A sim-
ilar approach is based on disassembling the binary file and
then using the OpCodes of the function calls as signatures,
using call frequencies [35], call sequences and permutations
[16], or call sequence frequencies [37]. The SAFE [8] and
SAVE [38] approaches follow similar principles. Good re-
sults on malware detection together with a feature relevance
study have been recently published by Ahmadi et al. [2].

However, all syntactic techniques are limited by how
easily the malware creators can deploy obfuscation tech-
niques to hide strings, n-grams, and operations [27], [29],
and the ones based on OpCodes also by the general difficul-
ties of disassembling [6]. Generic deobfuscation approaches
(e.g. [40]) are relatively recent and limited in their effective-
ness against state-of-the-art obfuscation and packing.

4.2. The YARA Tool

YARA is used together with a rule database and a target
file as follows.

yara <rule_file> <target_file>

YARA then returns the classification of the target file ac-
cording to the rules in the rule file. Each rule in the database
describe different conditions under which the target file can
be classified by that rule. A fragment of one of the rules
used in this paper for Mirai detection, written by Florian
Roth, is shown in Figure 2.

In Figure 2, the fields description, author,
reference, and date in section meta provide infor-
mation about the rule itself. The rule includes the hash
values of Mirai samples that were used to generate it,
that have been removed from Figure 2 due to space rea-
sons. Note that the hash values are included in the rule
only for ease of reference, and are not used in the clas-
sification. In section strings, the fields starting with
$x and $s represent strings known to be in Mirai sam-
ples. Finally, section conditions describes the condi-
tions under which the target file should be classified as
“Mirai_Botnet_Malware”: the first two bytes of the



rule Mirai_Botnet_Malware {
meta:

description = "Detects Mirai Botnet
Malware"

author = "Florian Roth"
reference = "Internal Research"
date = "2016-10-04"
// hashes omitted due to space reasons

strings:
$x1 = "POST /cdn-cgi/" fullword ascii
$x2 = "/dev/misc/watchdog" fullword

ascii
$x3 = "/dev/watchdog" ascii
$x4 = "\\POST /cdn-cgi/" fullword

ascii
$x5 = ".mdebug.abi32" fullword ascii

$s1 = "LCOGQGPTGP" fullword ascii
$s2 = "QUKLEKLUKVJOG" fullword ascii
$s3 = "CFOKLKQVPCVMP" fullword ascii
$s4 = "QWRGPTKQMP" fullword ascii
$s5 = "HWCLVGAJ" fullword ascii
$s6 = "NKQVGLKLE" fullword ascii

condition:
uint16(0) == 0x457f and filesize < 200

KB and
(( 1 of ($x*) and 1 of ($s*) ) or

4 of ($s*))
}

Figure 2. A rule for Mirai detection.

TABLE 2. YARA MIRAI DETECTION RESULTS OBTAINED BY
CHECKING THE SAMPLE SET WITH FLORIAN ROTH RULES (FR), VIRUS

TOTAL RULES (VT) AND BOTH AT THE SAME TIME (BOTH).

Rule Set FP Rate FN Rate Accuracy Precision F0.5 score
FR 0.00% 7.56% 99.44% 100.00% 98.39%
VT 0.00% 47.87% 96.45% 100.00% 84.48%

Both 0.00% 6.20% 99.54% 100.00% 98.69%

file must correspond to 0x457f, the file must be smaller
than 200 KB, and the file must contain either a string from
the $x list and a string from the $s list or four strings from
the $s list.

4.3. Methodology

Syntactic analysis has here been performed using
YARA version 3.6.3 on the entire sample set (see
Section 3). Two different YARA rule sets have been
used: the rules curated by VirusTotal (available at https:
//github.com/Yara-Rules/rules) and the rules curated by
Florian Roth (available at https://github.com/Neo23x0/
signature-base/tree/master/yara).

A sample has been classified as Mirai if it is classified
as any variant of Mirai using either rule set.

4.4. Results

The Table 2 presents the detection results for each set
of rules separately and for their combination. Yara does not
produce any false positive, and no binary from the clean
samples was detected as Mirai. However, about 6% of the
Mirai binaries are not detected by these sets of rules.

4.5. Limitations and Countermeasures

The reliance of syntactic analysis on syntactic properties,
such as file size and strings, makes it easy for malware
creators to write malware that can circumvent syntactic
analysis. As an example, consider again the YARA rule in
Figure 2. It would be simple to circumvent this rule just by
padding a Mirai binary so that its size is greater than 200
KB. More recent Mirai rules in the same file consider this
by extending the size condition to filesize < 5000KB.

Even if a rule was modified to allow for larger Mirai
samples, it could be circumvented by obfuscating the strings
visible in the Mirai binary. Any packing technique that
encrypts the binary and only unpacks it at runtime will
change all the visible strings, making them impossible to
detect by YARA or any other syntactic tool based on strings.
However, packed binaries are easy to detect due to their
increased entropy, and often antivirus software considers
them suspicious and devotes further analysis to them.

In fact, obfuscating only the strings of the file is suf-
ficient to circumvent YARA and much harder to detect
by entropic analysis. Again in the rule in Figure 2, note
how the strings of the list $x list are all strings that
appear in the source code of the malware; for instance,
strings $x2 and $x3 are declared on line 71 and 72 of
mirai/bot/main.c:

if ((wfd = open("/dev/watchdog", 2)) != -1 ||
(wfd = open("/dev/misc/watchdog", 2)) != -1)

However, if the strings are declared separately in the source
code and then recomposed, e.g. by

strcpy(watch_dir1,"/dev");
strcpy(watch_dir2,"/dev/misc");
strncat(watch_dir1,"/watchdog",10);
strncat(watch_dir2,"/watchdog",10);
if ((wfd = open(watch_dir1, 2)) != -1 ||

(wfd = open(watch_dir2, 2)) != -1)

then the strings do not appear in the binary and YARA does
not detect them anymore.

It could be argued that the YARA rule could be up-
dated to detect instead the strings /dev, /dev/misc, and
/watchdog. However, another simple string obfuscation
technique is to store two strings that when bit-XORed
together produce the target strings, as in the following
example.

char stra1[] = "\x57\x0b\x17\x13\x4b\x28
\x00\x2b\x0e\x01\x16\x0e\x0e";
char stra2[] = "xored_a_mirai";
char watch1[14];
char strb1[] ="\x42\x0d\x17\x17\x46\x32
\x07\x2c\x0c\x4d\x11\x14\x07\x00\x09\x10



\x0a\x03";
char strb2[] = "mirai_n_obfuscated";
char watch2[19];
for (i=0; i<13; i++){

char temp = stra1[i] ˆ stra2[i];
watch1[i] = temp;}

watch1[i]=’\0’;
for (i=0; i<18; i++){

char temp = strb1[i] ˆ strb2[i];
watch2[i] = temp;}

watch2[i]=’\0’;
if ((wfd = open(watch1, 2)) != -1 ||

(wfd = open(watch2, 2)) != -1)

Since Mirai’s actual strings can be produced randomly
before or after compilation time, it is not possible to generate
a YARA rule that will be able to detect them without having
an exponential size in the size of the obfuscated strings.

Note that the rule in Figure 2 also detects a sample as
Mirai if none of the $x strings are detected, as long as at
least four of the $s strings are detected. Obfuscating the
$s strings is also possible and also prevents YARA from
detecting the obfuscated samples as Mirai. Since the obfus-
cation of the $s strings is less trivial than the obfuscation
of the $x strings, this has not been detailed here to prevent
malware creators from implementing them.

5. Mirai Detection by Semantic Analysis

This section describes how to extract semantic behav-
ior from binary samples, generate semantic signatures, and
classify unknown samples semantically. Semantic behavior
of malware has been considered before [14], [15], [30], [36]
with several approaches proposed. System call dependency
graphs (SCDGs) prove to be an effective semantic repre-
sentation of how a program interacts with the host system.
SCDGs are thus an excellent candidate for analyzing the
semantic behavior of potentially malicious programs, such
as Mirai, that exploit the host system. Mining and classifying
graphs is here achieved using the gSpan algorithm [41] that
finds common sub-graphs. Experiments are conducted using
gSpan for both signature extraction and classification. The
results indicate that this semantic analysis is able to achieve
better results that syntactic analysis. The rest of this section
details the above.

5.1. Semantic Malware Classification

Similar semantic approaches have been considered be-
fore [14], [15], [30], [36] with system interaction behavior
being used to classify malware. Typically these have some
kind of graph structure similar to the SCDGs considered
here, and some form of graph similarity used for clas-
sification. In particular multiple techniques are based on
Control Flow Graphs as semantic signatures and use graph
isomorphism to check matching [12], [22]; however, these
techniques can be defeated by reordering non-dependent
instructions [39], justifying the preference here for SCDGs
instead.

In [15] the authors use graphs that relate vertices ac-
cording to the number of shared parameters. For example, an
edge label of 1 would indicate one shared parameter between
the two system calls on the vertices. The gSpan algorithm
is used to extract common sub-graphs over the whole graph
set, and these are used as features for classification. Limiting
to sub-graphs of at least two edges, the best result yielded
96.6% detection and 3.4% false positive.

In [30] the authors considered a similar conceptual ap-
proach. However, their SCDGs group similar system calls
into categories and merge vertices from the same category,
dependency edges are labeled only with the number of edges
that existed prior to merging (and discard any parameter
specific information). SCDGs are then compared with a δ-
similarity metric and this is used for classification. Their
results yielded 94.70% true positive and 13.10% false pos-
itive.

In [14] SCDGs are used as the behavioral representation
of a program similar to in this work. However, their clas-
sification on graphs is done with social network properties
(e.g. degree distribution, degree centrality, average distance,
etc.) and various supervised learning algorithms. Results on
three datasets ranged from Accuracy 90.19−99.97 and AUC
0.87− 1.00.

Lastly in [36] a different behavioral approach was used;
system interaction of a binary in a sandbox is observed and
used to characterise behavior, i.e. usage of mutex’s, changes
to registry values, and induced error messages. These are
first clustered to reduce the dimensionality, and then the
resulting low-dimensional values are given to a random
forest classifier.

5.2. Semantic Behavior Representation

Since system calls define the behavior by which a pro-
gram interacts with its host system, SCDGs are an excellent
semantic representation of a program. An SCDG is a graph
whose vertices represent system calls and whose edges
represent information flow between the system calls.

The motivation for SCDGs is that any actual action on
the system (e.g. writing a file, sending a information through
the network) requires a system call. Such a system call can
be made directly by the program, or through a dynamic
library function called by the program. For statically-linked
binary programs such as Mirai, only the first option is
available.

The behavior of a program can therefore by charac-
terised by the system calls made during execution. However,
a set of system calls alone can be easily altered (e.g. adding
spurious calls, or changing the order of independent calls).
Thus, to capture the required relations between the system
calls, the data dependencies between calls are represented
in an SCDG. Thus, a system call B is dependent upon
the system call A if at least one argument of B is derived
from a value returned or used by A. These dependencies are
represented in the SCDG by directed edges annotated with
a label noting which arguments of A are also arguments of
B.



Definition 5.1 (SCDG). Given a finite set of vertex labels
LV and a finite set LE of edge labels, define a System Call
Dependency Graph as a labeled directed graph G = (V, E , `)
where:

• V is a finite set of vertices,
• E ⊂ V × LE × V is a set of labeled edges,
• ` : V → LV is a function assigning a label LV ∈ LV

to each vertex V ∈ V .

In an SCDG a vertex represents at least one execution of
the system call it is labeled with. Multiple vertices may exist
with the same label, corresponding to different instances of
that system call. An edge from A to B indicates that B uses
information from A. Edges are labeled by pair of natural
numbers and an arrow between them. An edge labeled by
i→ j indicates that information flows from argument i of A
(0 being the return value) to the argument j of B. A small
example of SCDGs is depicted in Figure 3.

Figure 3. An example of an SCDG

5.3. Semantic Behavior Extraction

The extraction of an SCDG from a program is achieved
by extracting execution traces of the program, generating
the SCDG of each trace, and combining the SCDGs of these
traces.

The trace of a program is extracted by symbolic exe-
cution using Angr [34]. Symbolic execution explores the
various possible execution paths of the program by accu-
mulating constraints along each possible execution path.
Whenever a conditional is reached, two branches are created
and only those with satisfiable constraints continue to be
explored. This allows many traces to be generated that
correspond to different possible executions of the program.

Note that since the program itself is not executed (only
its possible traces are explored) the system calls are not
actually executed. This has the advantage that in the case
of a malicious program, the program cannot harm the host
system. Angr provides the model of a few system calls,
simulated using custom functions in python. In that case,
the call can be symbolically executed. Otherwise, we rely
on a database built from the Linux kernel source code in
order to determine the number and type of arguments in
the call. The call is simulated by using an unconstrained
symbolic variable as return value.

Once a trace is generated, the dependencies between
the system calls in the trace can be computed. This is a
straightforward comparison of the arguments to the various

system calls in the trace to detect the relations between them.
The direction is determined by order of execution in the
trace. For instance, the trace in Figure 4 yields the SCDG
from 3.

1 s y s c a l l s t u b 4 3 2 = s y s u n l i n k ( 0 )
2 s y s c a l l s t u b 1 1 3 2 = s y s r t s i g p r o c m a s k ( 0 , 2147417372 , 0 , 8 )
3 s y s c a l l s t u b 1 3 3 2 = s y s r t s i g a c t i o n ( 1 7 , 2147415688 , 2147415548 , 8 )
4 s y s c a l l s t u b 1 2 9 3 2 = s y s r t s i g a c t i o n ( 5 , 2147415688 , 2147415548 , 8 )
5 3 = sys open (134558446 , 2 , 0 )
6 s y s c a l l s t u b 2 3 6 3 2 = s y s i o c t l ( 3 , 2147768068 , 2147417788)
7 0 = s y s c l o s e ( 3 )
8 s y s c a l l s t u b 2 4 2 3 2 = s y s c h d i r (134558317)
9 s y s c a l l s t u b 2 5 0 3 2 = s y s s o c k e t c a l l ( 1 , 2147416080)

Figure 4. An example of a trace

At the end of the symbolic execution, all traces that are
the prefix of another trace are discarded. The SCDGs of the
remaining traces are generated, and their disjoint union is
used to represent a single SCDG for the binary.

5.4. Graph Mining & Classification

This section overviews the extraction of a semantic
signature from multiple SCDGS, and then how to use a
semantic signature to classify a sample SCDG. Both exploit
the gSpan algorithm [41] that given a set of graphs G finds
common sub-graphs, i.e. given a set of graphs G and a
percentage support, find all the common sub-graphs G′ such
that G′ is a sub-graph of at least support of the different
graphs G ∈ G.

Once samples of SCDGs for Mirai have been collected,
gSpan can be used to generate a semantic signature for Mirai
as described in Algorithm 1. The signature is in practice the
n largest sub-graphs that are common to at least support
of the graphs in G. This captures the n largest common
components of behavior according to the SCDGs known to
be Mirai.

Algorithm 1: Mirai Signature Generation with
gSpan

Input : G: set of Mirai SCDGs,
support: gSpan support parameter,
n: size of signature set

Output: knowledge: Semantic signature for mirai
1 knowledge= ∅
2 CSG ← gSpan[G, support] . support common Mirai

sub-graphs

3 MaxCSG ← sort and get(CSG, n) . Get the n largest

common sub-graphs

4 foreach G′ ∈MaxCSG do
5 knowledge← knowledge∪{G′}

Observe that by finding common sub-graphs this ensures
that common Mirai behavior is represented in the signature.
This also eliminates SCDG components that are not com-
mon to many samples of Mirai, and so eliminates behavior
that may be specific to a single instance.

Once a semantic signature for Mirai has been created,
the classification of a new sample G is achieved (again



using gSpan) as shown in Algorithm 2. The inputs are the
knowledge semantic signature generated from Algorithm 1,
the sample G, and the threshold for similarity. The algorithm
proceeds by considering each of the graphs in the semantic
signature G′. gSpan is used to find the common sub-graphs
of the sample G and the semantic signature graph G′. Then
for each of the graphs G′′ common to G′ and G a similarity
measure M is computed. If this similarity measure is above
the threshold then the similarity is sufficient to declare
the sample as Mirai. Otherwise if no significant sub-graph
commonality is found with any part of the Mirai semantic
signature, then the sample is considered clean.

Algorithm 2: Classification with gSpan
Input : knowledge: the semantic signature from

Algorithm 1,
G: graph of the sample to test,
threshold: the threshold for similarity to

be malware
Output: Classification verdict

1 foreach (G′) ∈ knowledge do
2 subsubG ← gSpan[{G′,G}, 100%]
3 foreach G′′ ∈ subsubG do
4 if M(G′′, G′) > threshold then
5 return Mirai

6 return clean

Here the similarity measure is simply to compare the
number of edges of the two graphs to see how large the
former is compared to the latter. That is

M(G′′, G′) =
num edges(G′′)

num edges(G′)
.

Observe that since G′′ is a sub-graph of G′ by definition,
this is calculating how much of G′ appears in G′′ and in
practice is included in the sample being tested. Hence, a
similarity of 1 indicates that the semantic signature graph
G′ is entirely included in the sample.

5.5. Methodology & Results

This section describes the methodology for the exper-
iments and the results achieved. A preliminary step was
conducted to extract SCDGs and test the robustness of
the SCDG extraction in Angr. After SCDG extraction, the
methodology is divided into two parts, the first explored
the parameters for the signature generation in Algorithm 1,
and the second the threshold for the classification in Algo-
rithm 2. Once these two parts have converged on parame-
ters, additional experiments were conducted to validate the
results.

The preliminary step of the methodology was to attempt
to extract SCDGs from all the Mirai samples considered. In
practice only 479 of the 516 Mirai samples were found to
be able to generate traces using Angr. This yielded 37 Mirai
samples where, due to lack of traces, no SCDGs could be

extracted. These 37 failed SCDG extractions were not used
in later experiments, since the failure of SCDG extraction
in Angr cannot be determined to give either a positive
or negative result. This also separates out failures due to
Angr from failures of the later learning and classification
experiments.

The preliminary step for the clean samples was to take
298 samples at random and extract their SCDGs. All 298
samples were able to have their SCDGs extracted success-
fully, so no further selection or exclusion was conducted on
the clean samples.

Overall this yielded a sample set of 479 Mirai SCDGs
and 298 clean SCDGs for use in the following experiments.

Experimenting for the parameters for the signature gen-
eration considered two parameters: the time allowed for
gSpan graph mining, and the support size. The time pa-
rameter was a timeout that signaled gSpan to output graphs
discovered so far, even if not completed. This was imple-
mented to avoid pathological concerns, and also to explore
incomplete or time-bounded usage of the signature genera-
tion. The support size was experimented upon to observe
what percentage of the samples in the training set need
to have a sub-graph for it to be significant as a semantic
signature.

To explore the parameters in the first part, 20 test run sets
were created, consisting of 383 Mirai samples for signature
generation, and 96 Mirai samples and 149 clean samples
for classification. The learning algorithm was then tested on
these fixed 20 sets while varying the support from 0.4 to
0.8 in increments of 0.1, and the learning time from 500 to
2500 in increments of 1000.

To improve the efficiency of the experiments the exact
similarity metric was computed for all sub-graphs as in line
4 of Algorithm 2, however this was stored to be compared
with many different thresholds. The threshold were then
tested in the range of 0.01 to 0.99 in increments of 0.01.

Table 3 reports the parameter combinations (learning
time, support, and threshold) that achieved an F0.5 score
of greater than 99.50%. Observe that the best classification
results are obtained for learning time of 2500s, support of
0.5, and threshold of 0.45 − 0.47. Several other combina-
tions of parameters also achieved comparably good results,
indicating that the approach tends to be effective even with
perturbations of the parameters.

Once the parameters for the signature generation and
classification had both been determined, a larger number
of experiments were run. Each experiment consisted of
randomly selecting 383 of the Mirai samples to use in sig-
nature generation. The results were then used to classify the
remaining Mirai samples and 178 of the clean samples. In
total 540 instances of the above experiment were performed
to reduce variance due to random sample selection and
construction of training and classification sets. These results
are summarized in Table 4.

Note that compared to Yara, the semantic approach
improves the F0.5-score by about 1%. The average learning
time is 2503s, as set in the parameters. The average time for
classifying the 274 graphs in the testing set is 1156s, which



TABLE 3. PARAMETERS COMBINATION YIELDING F0.5 SCORE ABOVE
99.50% OVER 20 FIXED SELECTIONS OF LEARNING/TESTING GRAPHS.

Learning
Time(s) Support Threshold False

Positive
False

Negative F0.5 score

2500 50% 0.45 - 0.47 0.00% 0.99% 99.80%
2500 70% 0.45 - 0.47 0.00% 1.04% 99.79%
2500 60% 0.45 - 0.47 0.00% 1.04% 99.79%
1500 40% 0.4 0.00% 1.04% 99.79%
500 40% 0.4 0.00% 1.04% 99.79%
1500 80% 0.58 - 0.59 0.00% 1.09% 99.78%
1500 80% 0.6 0.00% 1.09% 99.78%
2500 80% 0.54 - 0.58 0.00% 1.09% 99.78%
500 40% 0.41 0.00% 1.09% 99.78%
1500 80% 0.54 - 0.56 0.03% 1.04% 99.75%
1500 80% 0.57 0.03% 1.09% 99.74%
1500 50% 0.45 - 0.47 0.00% 1.30% 99.74%
1500 60% 0.45 - 0.47 0.00% 1.30% 99.74%
1500 40% 0.38 - 0.39 0.07% 1.04% 99.70%
1500 80% 0.61 - 0.66 0.00% 1.46% 99.70%
1500 70% 0.45 - 0.47 0.00% 1.56% 99.68%
2500 70% 0.43 - 0.44 0.10% 1.04% 99.66%
500 80% 0.62 - 0.64 0.00% 1.82% 99.62%
2500 60% 0.43 - 0.44 0.13% 1.04% 99.62%
2500 50% 0.43 - 0.44 0.17% 0.99% 99.59%

TABLE 4. CONFUSION MATRIX AND CLASSIFICATION RESULTS OVER
540 EXPERIMENTS.

Mirai samples Clean samples
Detected Mirai 94.98 (98.94%) 0 (0%)
Detected Clean 1.02 (1.06%) 178 (100%)

Accuracy Precision F0.5 score
99.63% 100.00% 99.78%

corresponds to about 4.2s per graph. Each experiment was
run on a server with 120GB of RAM and 2 processors with
14 cores each allowing the parallel execution of 56 threads.

These results are restricted to the 479 graphs that we
managed to extract out of our collection of 516 Mirai
samples. If we account for these unextracted graphs as false
negatives, this would increase the score of false negatives
by about 7% (37 over 516). However, it is worth noting
that all binaries undetected by YARA and VirusTotal were
detected as Mirai by our approach when we managed to
extract SCDGs from them. Reciprocally, all false negatives
produced by our approach were detected as Mirai by either
YARA or VirusTotal.

5.6. Limitations and Countermeasures

This section overview two main areas of limitations
and also potential countermeasures to the approach used
here. Lastly, a brief overview of tool based limitations and
countermeasures is also considered.

The first area of limitations is the requirement of samples
to begin the analysis from. Since the semantic signature
required for semantic classification is synthesized from mul-
tiple samples, this requires multiple (accurately classified)
samples to work from. Here the set of potential samples
used to synthesize the semantic signature was 479 Mirai

binaries. In any particular experiment however, only 383
were used.

The second area of limitations is computation and in-
herent to the underlying graph inclusion approach used,
i.e. the gSpan algorithm. Here the approach limited the time
spent in gSpan’s graph mining. However, as evidenced in
Section 5.5, larger time can be spent searching for larger
(or even exact) common sub-graphs to use as signatures,
since gSpan adopts a pattern-growth based (depth-first) ap-
proach where a frequent edge is extended recursively until
all frequent sub-graphs are enumerated. Similarity between
graphs within a specific support number and a certain time-
out can be also be exploited. In practice this seems to give
little further benefit since the results are already excellent.

A further computational limitation with gSpan is mem-
ory consumption since a large number of sub-graphs may
be found during mining. For ideal semantic signature gen-
eration, isomorphic sub-graphs would be pruned from the
search space. This improves the memory performance as
well as solving problems with some pathological examples.

Countermeasures for the semantic approach here are
more difficult to implement. The main way to achieve a
countermeasure would be to significantly alter the structure
of the SCDGs that are extracted. This requires changing
the system calls used2 or changing how the dependencies
between the calls are created. (Aside, observe that simply
adding more/spurious system calls does not remove the
common sub-graph, only adds spurious graph structure that
will be removed or ignored by the approach exploiting
gSpan.)

A different path to considering both limitations and
countermeasures is in the tools used. For example, a known
limitation of Angr could be exploited to create a binary
that the tools used here would fail to execute correctly
(such as using packing and self modifying code). Another
example would be to create a viable trace that yields a
pathological graph for gSpan analysis (although this would
need to be common to multiple samples or exploit particular
dependencies to be effective). However, such counter-attacks
are specific to the tools, and not the technique itself.

6. Combining the Syntactic and Semantic Ap-
proaches

The semantic approach in Section 5 obtains better results
than the syntactic approach in Section 4. However, we do not
recommend disposing of the syntactic approach, and instead
recommend a combined syntactic-semantic approach. This
combined approach uses each technique to cover for the
shortcomings of the other.

Consider that the syntactic approach has negligible com-
putational cost compared to the semantic approach, and in
our experiments 0.00% false positives. This suggests that an
unknown sample should first be analyzed syntactically: if

2. If synonymous calls can be found and these synonyms are not ac-
counted for in the extraction and SCDG generation, as has been done in
practice [30].



Figure 5. Malware detection using syntactic and semantic analysis combined. The binary sample is first analyzed syntactically, and classified if possible
using malware signatures and a whitelist. If the sample is not classified by syntactic analysis, semantic analysis is used. If semantic analysis classifies
the sample as clean or malware, it also updates the syntactic’s analysis whitelist or malware signatures, respectively, to allow the sample to be detected
syntactically in the future. If semantic analysis finds the file suspicious but not enough to classify it as malware, it is produced for further analysis (manual
or automated).

this is sufficient to classify the sample, there is no reason to
spend ulterior computational power to extract the sample’s
SCDG and run the semantic approach. In particular, the low
computational cost of the syntactic approach is the reason
why time-bound devices like firewalls limit themselves to
syntactic analysis.

If the syntactic approach fails to classify a sample then
the semantic approach should be executed. If a sample is
classified as malicious by the semantic approach, it is conve-
nient to update the syntactic signature to also recognize that
sample in the future. This ensures that the cost of semantic
analysis will not have to be paid for the sample if it is
analyzed again. In the firewall scenario, samples that fail to
be analyzed syntactically can be sent to a different server
for semantic analysis. Information about the malicious sam-
ples that avoided syntactic analysis but were detected by
semantic analysis can be added to the syntactic signatures
to detect them at the syntactic analysis level in the future.

Observe that although the experiments for semantic anal-
ysis yielded no false positives, typically a small number of
false positives are found with semantic techniques. This can
be easily solved in many cases by whitelisting of known
clean binaries, such as system files. The whitelist then
forms part of the syntactic analysis and prevents expensive
semantic analysis of known clean samples.

This combined approach is summarized in Figure 5.
The results are the experiments (in Sections 4 & 5) are

here combined to estimate the efficiency of such a combined
approach. Since neither of the approaches produced false
positive, the focus here is on the false negatives. The first
pass of YARA on the sample set of 516 Mirai samples
correctly classifies 497 of them as Mirai. Among the re-
maining 19 samples, SCDG extraction failed on 2 of them

TABLE 5. CONFUSION MATRIX AND CLASSIFICATION RESULTS OF THE
COMBINED APPROACH.

Mirai samples Clean samples
Detected Mirai 510 (98.84%) 0 (0%)
Detected Clean 6 (1.16%) 6438 (100%)

Accuracy Precision F0.5 score
99.91% 100.00% 99.77%

that were thus not detected by semantic analysis, and 4 had
their SCDG extracted but classified as clean. The combined
approach thus correctly classifies all but 6 samples. The cor-
responding results are given in Table 5. Note that even if the
F0.5-score is below the one achieved in Section 5, the results
presented here take into account the SCDGs that failed to
be extracted in Section 5. Therefore, Table 5 demonstrates
that complementing the YARA approach with the semantic
approach here increases the F0.5-score from 98.69% (YARA
only) to 99.77% (combined approach), while keeping the
computational cost minimal (since the relatively expensive
semantic approach is executed only on 19 samples).

Finally, note that the 4 Mirai samples that were extracted
but not detected by semantic analysis were actually detected
as Olyx by Yara. Each of these four samples has a score
around 21% (they contain 21% of the edges of a sub-
graph characteristic of Mirai), which is below the threshold
of 45%, and less than some clean samples. Since these
4 samples have been classified as Mirai by the majority
of the engines run by VirusTotal that detected them, they
are considered to be Mirai here. However, further manual
analysis of these samples to determine their classification
and similarity is ongoing work.



7. Conclusions

This paper explores malware detection techniques to
detect samples of the Mirai botnet trojan. Two techniques
are evaluated: syntactic analysis with string-based signatures
and detection based on the YARA tool; and semantic analy-
sis with system-call-based signatures and detection based
on machine learning with the gSpan common sub-graph
algorithm. Both techniques are tested on a set of more than
500 unique Mirai samples captured using a honeypot, and
on a set of cleanware. While both techniques have zero false
positives on the sample set, semantic analysis is found to
be more effective at detecting Mirai samples than syntactic
analysis, with semantic analysis having an F0.5-score of
99.78% of the samples against the F0.5-score of 98.69%
of syntactic analysis.

Due to the lower cost of syntactic analysis compared to
semantic analysis, we recommend to use both techniques in
increasing cost order in a combined approach, using infor-
mation from the semantic technique to improve detection of
the syntactic technique and reduce false positives for both
approaches. In the network detection scenario, this means
running only syntactic detection in the routers/firewalls and
submitting suspicious samples to a semantic analysis sys-
tem hosted on a server with greater computational power.
The syntactic detection approach can then be reinforced by
updating its signatures to be able to detect the samples
that escape it and are detected by the semantic detection
approach.
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Appendix

This section presents details of Mirai that have not been
included in the main paper. Table 6 presents the list of subnet
addresses that are avoided by the Mirai bot when generating
addresses for possible infection. Table 7 presents the list of
default username/password pairs used by the Mirai bot for
infection.

127.0.0.0/8 Loopback
0.0.0.0/8 Invalid address space
3.0.0.0/8 General Electric Company
15.0.0.0/7 Hewlett-Packard Company
56.0.0.0/8 US Postal Service
10.0.0.0/8 Internal network
192.168.0.0/16 Internal network
172.16.0.0/14 Internal network
100.64.0.0/10 IANA NAT reserved
169.254.0.0/16 IANA NAT reserved
198.18.0.0/15 IANA Special use
224-255.0.0.0/8 Multicast
6.0.0.0/8 Department of Defense
7.0.0.0/8 Department of Defense
11.0.0.0/8 Department of Defense
21.0.0.0/8 Department of Defense
22.0.0.0/8 Department of Defense
26.0.0.0/8 Department of Defense
28.0.0.0/8 Department of Defense
29.0.0.0/8 Department of Defense
30.0.0.0/8 Department of Defense
33.0.0.0/8 Department of Defense
55.0.0.0/8 Department of Defense
214.0.0.0/8 Department of Defense
215.0.0.0/8 Department of Defense

TABLE 6. SUBNET ADDRESSES SPECIFICALLY AVOIDED BY THE MIRAI
BOT.



666666 666666
888888 888888
admin
admin 1111
admin 1111111
admin 1234
admin 12345
admin 123456
admin 54321
admin 7ujMko0admin
admin admin
admin admin1234
admin meinsm
admin pass
admin password
admin smcadmin
admin1 password
administrator 1234
Administrator admin
guest 12345
guest guest
mother fucker
root
root 00000000
root 1111
root 1234
root 12345
root 123456
root 54321
root 666666
root 7ujMko0admin
root 7ujMko0vizxv
root 888888
root admin
root anko
root default
root dreambox
root hi3518
root ikwb
root juantech
root jvbzd
root klv123
root klv1234
root pass
root password
root realtek
root root
root system
root user
root vizxv
root xc3511
root xmhdipc
root zlxx.
root Zte521
service service
supervisor supervisor
support support
tech tech
ubnt ubnt
user user

TABLE 7. DEFAULT USERNAME/PASSWORD PAIRS LIST USED BY THE
MIRAI BOT. NOTE THAT THE BOT CONTAINS 62 USERNAME/PASSWORD

PAIRS AS ENCODED STRINGS, BUT TWO PAIRS - ADMIN/1234 AND
GUEST/1234 - ARE PRESENT TWICE EACH.


