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Abstract. We discuss recent constructive parametrizations approaches
for implicit systems, via systems of ordinary differential equations. We
also present the notion of generalized solution, in the critical case and in-
dicate some numerical examples in dimension two and three, using Mat-
Lab. In shape optimizations problems, using this method, we introduce
general optimal control formulations in the boundary observation case.
This extends previous work of the authors on optimal design problems
with distributed cost functional.

Keywords: implicit systems, local parametrization, shape optimization,
boundary observation

1 Introduction

The implicit function theorem or the inverse function theorem ensure as well
the local existence of implicit parametrizations for the solution of implicit sys-
tems, under classical assumptions, [2], [3]. Recently, in authors’ papers, [8], [14],
explicit constructions (via iterated ordinary differential equations) of implicit
parametrizations, in dimensions two and three, have been discussed. A possi-
ble extension of such constructions to arbitrary dimension is investigated in the
preprint [15]. Moreover, this new approach allows the introduction of the notion
of generalized solution, solving implicit systems under C1 hypotheses, in the
critical case.

Such considerations have impact in shape optimization problems (fixed do-
main methods) where implicit representations of domains play an essential role.
The aim is to obtain a general method to solve optimal design problems via
optimal control theory. In the case of Dirichlet boundary conditions, a theoret-
ical analysis together with numerical experiments are reported in [5], [7]. For
a general background, we quote [6]. Notice that this method is essentially dif-
ferent from the level set method (for instance, no Hamilton-Jacobi equation is
necessary in [5], [7]).

This paper is organized as follows. In Section 2, we recall briefly the im-
plicit parametrization approach. Some numerical examples in the critical case,
in dimension two and three are outlined in Section 3. The last section discusses
possible applications in shape optimization.
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2 Implicit Parametrizations and Generalized Solution

We limit the presentation to the case of one implicit equation in dimension three:

f(x, y, z) = 0, in Ω ⊂ R3, (1)

Ω an open connected subset. We assume that f ∈ C1(Ω) and there is (x0, y0, z0) ∈
Ω such that (1) is satisfied. We also impose, for the moment, that (x0, y0, z0) is
noncritical for f , i.e. ∇f(x0, y0, z0) 6= 0. To fix ideas, we assume:

fx(x0, y0, z0) 6= 0. (2)

Later, we shall remove this hypothesis and discuss the critical case. For the
general situation, we quote [15].

We associate to (1) the following systems of first order partial differential
equations (with independent variables t and s) of iterated type:

x′(t) = −fy(x(t), y(t), z(t)), t ∈ I1,
y′(t) = fx(x(t), y(t), z(t)), t ∈ I1, (3)

z′(t) = 0, t ∈ I1,
x(0) = x0, y(0) = y0, z(0) = z0; (4)

ϕ̇(s, t) = −fz(ϕ(s, t), ψ(s, t), ξ(s, t)), s ∈ I2(t),

ψ̇(s, t) = 0, s ∈ I2(t), (5)

ξ̇(s, t) = fx(ϕ(s, t), ψ(s, t), ξ(s, t)), s ∈ I2(t),

ϕ(0, t) = x(t), ψ(0, t) = y(t), ξ(0, t) = z(t), t ∈ I1. (6)

The iterated character of the PDE system (3)-(6) consists in the fact that
the coupling between (3)-(6) is made just via the initial conditions (6). This very
weak coupling, together with the presence of just one derivative in each equation
create the possibility to solve (3)-(6) as ODE systems. Namely, the system (3)-
(4) is indeed of ODE type. The system (5)-(6) has the t independent variable as a
parameter, entering via the initial conditions and may be interpreted as an ODE
system with parameters. The existence may be obtained via the Peano theorem
since f ∈ C1(Ω). Moreover, one may infer via this theorem and some simple
calculations that the local existence interval I2(t) may be chosen independently
of t ∈ I1, i.e. I2(t) = I2. Under slightly stronger regularity assumptions, for
instance ∇f locally Lipschitzian, we also obtain uniqueness for (3)-(6). For very
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weak assumptions in this sense, see [18] or [1], since the system (3)-(6) has
divergence free right-hand side.

The fact that (3)-(6) provides a parametrization of the solution of (1), around
(x0, y0, z0) is stated in the following theorem, proved in [8]:

Theorem 1. Assume that f ∈ C2(Ω) and I1, I2 are sufficiently small. Then,
(ϕ,ψ, ξ) : I1 × I2 → Ω is a regular transformation on its image.

Remark 1. The systems (3)-(4), respectively (5)-(6) are of Hamiltonian type, in
fact. In dimension two, for the implicit equation g(x, y) = 0, just one Hamiltonian
system may be used, to obtain the parametrization (see [13], [14]):

a′(t) = −gy(a(t), b(t)), t ∈ I1,
b′(t) = gx(a(t), b(t)), t ∈ I1, (7)

a(0) = a0, b(0) = b0,

In arbitrary dimension, the solution is more involved [15].

Remark 2. The advantage of Theorem 1 or other implicit parametrization re-
sults, is exactly their explicit character. Moreover, the fact that the solution is
obtained via systems of ordinary differential equations makes it possible to use
maximal solutions. Theorem 1 has a local character, but in applications, the
maximal existence intervals I1, I2 may be very large. In many cases, one may
obtain even global solutions [8]. In comparison with implicit function theorems,
removing the restrictive requirement that the solution is in function form, allows
to obtain a more complete description of the manifold corresponding to (1).

The above construction provides the basis for the introduction of the gener-
alized solution of (1), in the critical case and we recall it briefly here, for reader’s
convenience. We remove hypothesis (2), that is the point (x0, y0, z0) may be
critical. We notice that the following weaker property is valid in general: there
is (xn, yn, zn) ∈ Ω such that

(xn, yn, zn)→ (x0, y0, z0) such that ∇f(xn, yn, zn) 6= 0. (8)

If (8) is not valid, then ∇f(x0, y0, z0)=0 in a neighborhood V of (x0, y0, z0)
and, consequently, f(x, y, z) = 0 in V . This is a trivial situation of no interest.
For general implicit systems, a similar property may be stated, expressing the
fact that the equations of the system have to be functionally independent [15].

Due to (8), one can construct the solution of (3)-(6) with initial condition in
(xn, yn, zn). We denote by Tn ⊂ Ω, the set described by (ϕn, ψn, ξn) obtained in
(5), in this case. Since f is in C1(Ω), Tn may be assumed compact. By truncation
(or imposing Ω to be bounded), we get {Tn} bounded with respect to n. On a
subsequence denoted by α, we have:

Tn → Tα

in the Hausdorff-Pompeiu metric, where Tα ⊂ Ω is some compact subset, [6].
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Definition 1. In the general (critical) case, we call T = ∪Tα to be the gen-
eralized solution of (1), where the union is taken after all the sequences and
subsequences as above.

It can be shown that (x0, y0, z0) ∈ T , any point in T satisfies (1) and that Def-
inition 1 provides the usual solution in the classical nonsingular case, [15]. That
is, Definition 1 is an extension of the classical notion of solution. If (x0, y0, z0)
is an isolated critical point, then again T coincides (locally) with the solution of
(1). Otherwise, T may be just the boundary of the solution set of (1), according
to [15]. A complete description of the level sets (even of positive measure) of a
function, may be obtained in this way.

An algorithm for the approximation of generalized solutions is detailed in [9].
In the next section we indicate some computational examples in this sense.

3 Numerical Examples

All the examples in this section were performed with MatLab. We consider just
the critical case.

Example 1. Let g(x, y) = x3 − siny, with the critical point (x0, y0) =
(

0,
π

2

)
.

We are in the critical case: g(x0, y0) = 0, ∇g(x0, y0) = (0, 0). Accord-
ing to Definition 1, we have to solve (7) with approximating initial conditions(

0,
π

2

)
+

(
± 1

100
,∓ 1

100

)
,
(

0,
π

2

)
+

(
± 1

100
,± 1

100

)
. The result is shown in Fig-

ure 1. In Figure 2 we perform a zoom around the critical point. The four curves
corresponding to these initial conditions cannot be distinguished visually, from
each other.

Fig. 1. g(x, y)=x3−sin y,(x0, y0)=(0,
π

2
) Fig. 2. zoom around (x0, y0) = (0,

π

2
)

Example 2. Let f(x, y, z) = xyz, with the initial point (x0, y0, z0) = (0, 0, 0).
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We are in the critical case: f(x0, y0, z0) = 0 and ∇f(x0, y0, z0) = 0. Consider the

approximating initial conditions
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In Figure 3 we show the results for the system (3)-(4), the four curves cor-
responding to the four initial conditions. In Figure 4 we superpose the results,
corresponding to each of the previous four curves as initial conditions, obtained
for the system (5)-(6) together with the following alternative (see [9]) system:

ϕ̇ = 0, s ∈ I2
ψ̇ = −fz(ϕ,ψ, ξ), s ∈ I2, (9)

ξ̇ = fy(ϕ,ψ, ξ), s ∈ I2,
ϕ(0) = x(t), ψ(0) = y(t), ξ(0) = z(t),

The dark colours correspond to the points where both systems produce solutions.

Fig. 3. Ex. 2: the first system Fig. 4. Ex. 2: the second systems

Using the symmetry, the result can be extended for z < 0.

Example 3. Let f(x, y, z) = (10x2−y2−z)(x2−10y2−z), with the initial point
(x0, y0, z0) = (0, 0, 0).

We are again in the critical case: f(x0, y0, z0) = 0 and ∇f(x0, y0, z0) = 0.

Consider the approximating initial conditions
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In Figure 5 we represent the solutions of the systems (3)-(4), respectively (5)-

(6) for the initial condition

(
1

10
,

1

10
,

9

100

)
. In Figure 6 we have put together the
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solutions of the second system corresponding to all the six approximating initial
conditions. In fact, for the initial conditions with negative third coordinate we
have used the variant (9) of the system (5)-(6) that avoids y = ct, specific to (5)-
(6), and improves the graphical representation. We have intendedly represented,
for clarity, just a small number of integral curves.

Fig. 5. the initial condition
(1/10, 1/10, 9/100)

Fig. 6. the solution corresponding to
the six initial conditions

4 Applications in Shape Optimization

A typical shape optimization problem has the form:

min
Ω

∫
Λ

j(yΩ(x), x)dx (10)

subject to

−∆yΩ = f in Ω (11)

yΩ = 0 on ∂Ω (12)

Here E ⊂ Ω ⊂ D ⊂ Rd, d ∈ N, are bounded Lipschitzian domains, with E
and D given and Ω unknown, f ∈ L2(D), Λ is either E or Ω and j : R×D → R
satisfies appropriate measurability and other hypotheses [6]. More general state
equation, other boundary conditions may be considered as well. Traditional so-
lution methods are boundary variations, speed method, topological asymptotics,
the mapping method, the level set method etc., [12],[11]. In the papers [5], [7],
[10] functional variations for domains are introduced and studied. The idea is to
assume that the admissible domains for (10)-(12) are defined implicitly by

Ω = Ωg = int{x ∈ D; g ∈ C(D̄); g(x) ≥ 0} (13)
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Here g is in some subset of admissible functions Gad, corresponding to the
family of admissible domains Ω = Ωg. For instance, since we impose that E ⊂
Ω = Ωg, then we have to require

g(x) ≥ 0, ∀x ∈ E. (14)

Other constraints may be added according to the envisaged applications.
Due to the representation (13), one may use the functional variations of Ω,

in the direction of h ∈ C(D̄):

Ωg+λh = int{x ∈ D; g + λh ≥ 0}, (15)

where λ > 0 is a scalar and h satisfies similar conditions as in (13), (14). Notice
that the variations (15) of Ω = Ωg may be very complex, combining boundary
and topological variations. The function g is a shape (or level) function, but the
approach (13)-(15) is not to be confused with the level set method (we have
no artificial time in the definition of Ωg or in g, we need no Hamilton-Jacobi
equation, etc.).

An essential ingredient in using general functional variations in the problem
(10)-(12) is the following approximation of (11), (12):

−∆yε +
1

ε
(1−Hε(g)) yε = f, in D, (16)

yε = 0, on ∂D, (17)

where H is the Heaviside function and Hε is some regularization. Such penal-
ization / regularization approaches were used already in [4]. The basic approxi-
mation result in this case, according to [5], is the following:

Theorem 2. If Ω = Ωg is of class C, then yε/Ωg → yΩg weakly in H1(Ωg), on
a subsequence.

Domains of class C, roughly speaking, have just continuous boundary. A
thorough presentation with applications can be found in [16].

Based on Theorem 2, one can approximate the problem (10)-(12) by the
problem (10), (16), (17). If Λ = E, this formulation is already a self-contained
optimal control problem with unknown g. If Λ = Ω, then we approximate as
well (10) by

∫
D

Hε(g(x))j(yε(x), x)dx. (18)

Notice that the formulation (16)-(18) excludes the explicit presence of the un-
known geometry of Ω and is in fact an optimal control problem with the control
g acting in the coefficients of the lower order terms of the state equation (16).
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Solving for the optimal gε immediately yields the optimal geometry Ωgε as a
level set. In the formulation (16)-(18) one can easily use functional variations as
in (15). See [5], [7],[10] for numerical examples as well.

The case of boundary observation (cost) needs a special treatment based on
the developments from Section 2 and we shall briefly comment on this, just in
dimension 2.

We also fix, without loss of generality, some point x0 = (x10, x
2
0) ∈ D\E ⊂ R2

such that g(x0) = 0 for any admissible g ∈ C1(D). We assume as well that

g(x) = 0 ⇒ ∇g(x) 6= 0, (19)

g(x) 6= 0, on ∂D, (20)

to avoid the presence of critical points on ∂Ωg and the corresponding admissible
domains will not ”touch” ∂D. We shall denote by Λg, the connected component
of ∂Ωg, containing x0 (the presence of multiply connected domains Ωg is allowed
in our setting).

The above setting together with the condition (14) defines the set Gad of ad-
missible controls in (16)-(18). It is possible to work without (20), but this would
complicate the exposition. Finally, we impose that Gad ⊂W 3,∞(D). Notice that
the obtained class of admissible geometries remains very rich.

Then, by §2, relation (7), we know that Λg can be parametrized by the
solution of the Hamiltonian system:

x′1(t) = − ∂g

∂x2
(x1(t), x2(t)), t ∈ Ig, (21)

x′2(t) =
∂g

∂x1
(x1(t), x2(t)), t ∈ Ig,

(x1(0) , x2(0)) = x0. (22)

By Proposition 3 in [14], due to the boundedness of D and (19), (20) , we
may assume that the solution of (21), (22) is periodic and Λg is a closed curve,
for any g ∈ Gad. The interval Ig may be assumed to start in 0 and have the
period length (that can be easily determined numerically in applications).

We comment now the following example:

J(g) =

∫
Λg

(
∂yε
∂n

)2

dσ =

∫
Ig

[
∂yε
∂n

(x1(t), x2(t))

]2√
x′1(t)2 + x′2(t)2dt, (23)

which is a typical case in boundary observation problems and yε solves (16),
(17). By (21), (22) and simple computations, we have:

J(g) =

∫
Ig

[∇yε(x1(t), x2(t)) · ∇g(x1(t), x2(t))]2 |∇g(x1(t), x2(t))|−1 dt, (24)

.
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Notice that the cost functional in (23)-(24) makes sense sinceGad ⊂W 3,∞(D)
which ensures the regularity of Λg. Together with (19), (20) and (16), (17), we
have that yε ∈ H2(D). The formulation (16), (17), (24) again removes any di-
rect reference to the geometric unknowns. Under regularity assumptions, one
can consider functional variations (15) and compute directional derivatives (by
the chain rule). In the case of thickness optimization problems for shells, a nu-
merical approach based on directional derivatives is used in [17]. A detailed
study of shape optimization problems with boundary observation, including the
adjoint equation method and computational examples will be performed in a
forthcoming paper based on the above approach. The computation of the ad-
joint equation, in the simpler case of distributed observation in E, is performed
in [5].

Remark 3. The advantage of our approach is given by the generality of the ad-
missible variations (combining boundary and topological perturbations without
”prescribing” their topological type) and the fact that optimal control theory,
in the fixed domain D, may be applied.
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