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Abstract. An optimal control problem of steady-state complex heat
transfer with monotone objective functionals is under consideration. A
coefficient function appearing in boundary conditions and reciprocally
corresponding to the reflection index of the domain surface is considered
as control. The concept of strong maximizing (resp. strong minimizing)
optimal controls, i.e. controls that are optimal for all monotone objec-
tive functionals, is introduced. The existence of strong optimal controls
is proven, and optimality conditions for such controls are derived. An
iterative algorithm for computing strong optimal controls is proposed.

Keywords: Conductive-convective-radiative heat transfer, diffusion ap-
proximation, control problem, strong optimal controls, optimality condi-
tion.

1 Introduction

The interest in studying problems of complex heat transfer (where the radiative,
convective, and conductive contributions are simultaneously taken into account)
is motivated by their importance for many engineering applications. The com-
mon feature of such processes is the radiative heat transfer dominating at high
temperatures. The radiative heat transfer equation (RTE) is a first order integro-
differential equation governing the radiation intensity. The radiation traveling
along a path is attenuated as a result of absorption and scattering. The precise
derivation and analysis of such models can be found in the monograph [1].
Solutions to the RTE can be represented in the form of the Neumann series
whose terms are powers of an integral operator applied to a certain start func-
tion. The terms can be calculated using a Monte Carlo method, which may be
interpreted as tracking the history of energy bundles from emission to adsorp-
tion on the boundary or within the participating medium. The method assumes

* Corresponding author.
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that the bundles start from random points, propagate in random directions, and
show the energy exchange due to random scattering (see e.g. [2]).

A way to avoid solving the integro-differential RTE is the use of expansions
of the local intensity in terms of spherical harmonics, with truncation to N terms
in the series, and substitution into the moments of the differential form of the
RTE (see e.g. [1]). This approach leads to the Py approximations, where N is
the approximation order. Especially interesting is the P; (diffusion) approxima-
tion because it does not require high computational efforts. Using the diffusion
model instead of the integro-differential RTE becomes popular, and this is sub-
stantiated in various applications (e.g., image reconstruction [3] and modeling
the radiative transfer in biological tissues [4]). In this connection, the work [5]
can also be mentioned: It is shown there that the diffusion approximation yields
a good accuracy for temperatures up to 1200°C. Thus, the diffuse approximation
can successfully be applied to various heat transfer problems where very high
accuracy is not required.

Optimal control problems of complex heat transfer draw the interest of re-
searchers working in applied fields, e.g. glass manufacturing [6-8], laser ther-
motherapy [9], the design of cooling systems [10, 11], etc. A considerable number
of works is devoted to control problems related to evolutionary systems describ-
ing radiative heat transfer (see e.g. [6-10, 12-14]). In the above-mentioned works,
the transfer of radiation is described by an integral-differential equation or by
its approximations. The temperature field is simulated by the conventional evo-
lutionary heat transfer equation with additional source terms accounting for the
contribution of radiation.

As for steady-state problems of complex heat transfer, there are few results in
this direction. It is worth to mention the work [11], where an optimal boundary
multiplicative control problem for a steady-state complex heat transfer model is
considered. The problem is formulated as the maximization of the energy outflow
from the model domain by controlling reflection properties of the boundary. The
solvability of this problem is proven based on new a priori estimates for solutions
of the model equations. Moreover, an analogue of the bang-bang principle arising
in control theory for ordinary differential equations is proven. Notice that the
optimization of energy in/out flow, which improves heating/cooling systems, is
a quite popular problem in many engineering applications. In [15-18], similar
problems are considered in the context of shape optimization.

In the current work, a conductive-convective-radiative heat transfer control
problem with monotone objective functionals is under consideration. The defi-
nition of monotone functionals looks as follows. Let # and ¢ be the state vari-
ables of the model, and J(0, ¢) the objective functional. This functional is called
monotone increasing (resp. decreasing) if the relations 6; < 65 and p; < o,
a.e., imply the relation J(61,p1) < J(02,¢2) (resp. J(01,01) > J(02,02)). It
should be noticed that such functionals appear very often in applications. For
example, the objective functional in the problem of maximum energy outflow is
a monotone one.
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Moreover, the concept of strong minimizing (resp. maximizing) optimal con-
trols, i.e. controls that yield minimal (resp. maximal) state functions is intro-
duced. Sufficient optimality conditions that do not involve solutions of adjoint
equations are derived.

An iterative algorithm for finding strong optimal controls is proposed, and its
convergence is proven. This, in particular, proves the existence of strong optimal
controls.

2 Problem setting

The normalized diffusion model, P; approximation, of radiative, conductive, and
convective heat transfer in a bounded domain 2 C R? looks as follow (see [1,
19-21]):

—aA0 +v - VO + bk, (|0)0° — ) = 0, (1)

—alAp + Kq(p — |9|93) =0. (2)

Here, 6 is the normalized temperature, ¢ the normalized intensity of radiation
averaged over all direction, k, the absorbtion coefficient, and v a prescribed
velocity field. The constants a, b, and « are defined by the formulas

k 4on?*T3 .. 1
a=—, b=—-"T% g=_—=v—
pCp pPCp 3k — Ak

where £ is the thermal conductivity, ¢, the specific heat capacity, p the density,
o the Stefan-Boltzmann constant, n the refractive index, T,q; the maximum
temperature in unnormalized model, k := ks + K, the extinction coefficient, x4
the scattering coefficient. The coefficient A € [—1, 1] describes the anisotropy of
scattering. The case A = 0 corresponds to isotropic scattering.

The following boundary conditions on I" := 342 are imposed:

adnb + B(0 — 0,) = 0, adnp +ulp —6}) = 0. (3)

Here, 0,, denotes the derivative in the direction of the outward normal n; 6, =
Op(z), x € I'y and S = B(x), € I', are given non-negative functions describing
the normalized external temperature and the normalized overall heat transfer
coefficient, respectively. The function v = u(x), x € I', describing the reflection
properties of the boundary is considered as control input.

The minimum (resp. maximum) control problem is formulated as finding a
controlu € L>®(I"), u(x) € [u1(x),uz(x)], a.e. on I', such that for any admissible
control u the following relation holds: y(u) < y(u) (resp. y(u) > y(u), a.e. in {2,
where y(@) and y(u) are solution pairs satisfying relations (1)—(3) with w and
u, respectively. Here, uq, us are given non-negative functions defining inequality
constraints imposed on the control.

It is clear that the control @ is optimal in the sense of minimization (resp.
maximization) of monotone functionals outlined in Section 1.
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3 Problem formalization

Assume that (2 be a bounded Lipschitz domain. Let LP, p € [1,00], denotes
the Lebesgue space, and H*®({2) the Sobolev space W3 (£2). Moreover, let the
following conditions be fulfilled:

(i) v e HY(R), divv = 0;
(ii) B,u1,u2,0, € L>(I"), 0 < o < B, 0 <wug < uy <ug, O >0, By, up are const;
(iii) B+v-n>0,if v-n<O0.

Denote H = L*(£2), V = H'(£2), and define the norms, || - || and || - ||y, in H
and V, respectively, as follows:

1A = (£ ), IS = AP+ IV A2 (fg) = /f(af)g(x)dw-
0]

Definition 1. A pair {6,¢} € V XV is called a (weak) solution of the problem

(1)-(3) if

a(V60, V) + (v - V0 + brea((06° — ), 1) + / BO—0)ndl =0 VneV, (4)
I

(V. V) + alip ~ 616%0) + [ulo—6wdr =0 vwev. (9
r

Theorem 1 (see [21]). Let the conditions (i) — (iit) be true. Then the problem

(1)—(3) is uniquely solvable, a weak solution {6,p} belongs to (LOO(Q))2 and

satisfies the inequalities 0 < 6 < M and 0 < ¢ < M*, where M = ||0| (1),
and the following estimate is true:

101lv + llellv < C, (6)
where C' depends only on 2, M, ||B||rry, |ullz=ry, V]V, a, @, b, and kq.

Now, the conception of strong optimal controls will be introduced. Denote
by Uyg = {u € L>®(I"): u1 < u < wus} the set of admissible controls.

Definition 2. A function @ € Uyy is called strong minimizing (resp. maximiz-
ing) optimal control z'fag 0 and @ < ¢ (resp. 0>0 and p>p) ae in§2, for
all u € Ugq, where {é\, o} and {0, ¢} are solution pairs corresponding to u and
u, respectively.

Definition 3. A functional J: [V N L*>(£2)]?> — R is called monotone if the re-
lations 0 < 6y < 03 and 0 < @1 < @2, a.e. in 2, imply the inequality J(01, 1) <
J(02,02), where 01,02, ¢1,and po are arbitrary functions from V N L*(§2).
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Consider examples of monotone functionals.
1. The sum of weighted norms of 6 and ¢:

J(0,p) = /Q (r16? + r2¢?) da, (7)

where r; and 7o € L°°({2) are non-negative given functions.

2. Energy flow through a part of the boundary. Let I} C I be an outflow
boundary part, i.e. v-n > 0 on I}. The density of the energy flow is defined by
the formula

q=—aVl+0v—abVep,

and therefore, the energy outflow through I7 is given by the functional
70.9) = [ andr= [ G0-0)+ov ntine-oir
Fl Fl

Here, 7 is a constant that replaces the function u in the boundary condition for ¢
on the opening I'1. If the Marshak boundary condition [22] is used, then v = 0.5.

Say that a triple {0, ¢, u} is admissible if u € Uyq and {6,¢0} € V x V is a
solution of the problem (1)—(3) corresponding to the control u. Denote the set
of all admissible triples by U.

Let J be a monotone functional (see Definition 3). Consider the following
optimization problems:

Problem 1:
J(0, ) — min, {0,p,u} €U.

Problem 2:
J(0, ) — max, {6, p,u} €U.

A solution {6, p,u} of Problem 1 or 2 will be called optimal triple, and its
components {6, p} and u will be referred as optimal state and optimal control,
respectively.

The following proposition is an obvious corollary of Definitions 2 and 3,
accounting for that the objective functionals of Problems 1 and 2 are monotone.

Proposition 1. A strong minimizing (resp. maximizing) optimal control solves
Problem 1 (resp. Problem 2).

The next section describes the derivation of sufficient optimality conditions
characterizing strong optimal controls and discusses the question of uniqueness.
These considerations give rise to an iterative numerical method that always
converges to a strong optimal control, which, in particular, proves the existence
of such controls.
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4 Conditions of optimality

Similar to [21], introduce nonlinear operators Fy : L®(£2) x Uyqg — L™(2) N
HY(2) and Fy : L>®(2) — L>®(2) N HY(£2) as follows: ¢ = Fy(6,u) if

a(Ve, Vv) +/ u(p — Qg)vdf + Ka(p,v) = ffa(|6\93,u) Yo eV, 9)
r

and 6 = Fy(p) if
a(VG,VU)—F/ B(O—0y)vd [ +(VVO,v)+bkg (10|62, v) = bra(p,v) Yo € V. (10)
r

Notice that {5, ©} is a weak solution of the problem (1)—(3) with a control @ if
and only if § = Fy(Fy (5, u)), @ = F1(F»(p),u). The operators F; and Fy have
the following properties (see [21]):

LIfue Uwg, M=|0llrer)y, 0<60< M, and 0 < ¢ < M*, ae. in £2,
then 0 < Fy(0,u) < M* and 0 < Fy(p) < M, a.e. in §2.

2. Ifu e Uad; 91 S 92, and ®1 S Y2, a.e. in Q, then F1(91,u) S Fl(ﬁg,u)
and Fy(p1) < Fa(p2), a.e. in 2.

Define an operator U: L>°(I") — L*°(I") as follows:

ui(s), n(s) = 0(s) <0,

Ulm(s) = {ug(s)7 n(s) — i (s) > 0.

Lemma 1. If © € Uy, 0 < 0 a.e. in 2, 0 = F1(0,u), p = Fl(g,ﬂ), where
u=U(p) oru=U(p), then p < a.e. in 2.

Proof. Set 6§ = § — 6 and @ = ¢ — $. Observe that equation (9) implies the
equation
a(Vy, V”)+/ [w(p—03)—U(F—0)JvdT+ra (B, v) = Ka(10]6° 16167, v) Vo V.
r
(11)
Denote 9 = max(®,0) and put v = ¢ into (11) to obtain the estimate
af Vl* + / [u(p — 0;) — (@ — O)]edl + k[ [|* = ra(16]6° — |6]6%, %) < 0.
r
Notice that the equality
ulyp —0;) — (@ — 0y) = T + (u — W) (p — ) = up + (u— W) (P — b))

implies the non-negativity of the boundary integral in the estimate provided that
u=U(p) or u=U(p). Therefore, » =0, i.e. p < @ a.e. in 2.

Theorem 2. In order for a function u € Uyq to be a strong minimizing optimal
control, it is sufficient that u = U(p), where ¢ = @(u) is a solution of system
(1)—(3) with the control u.
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Proof. Assume that u satisfies the conditions of Theorem 2. Let @ € Uyq be an
arbitrary control, § = 6(u), ¢ = p(u), 8 = 6(u), and ¢ = ¢(u). Lemma 1 implies
the inequality ¢ = F1(0,u) < F1(0,%) = ¢;. Let

0 = Fo(Pr), Pror=Fi(0r,0), k=1,2,.... (12)

Since {0, ¢} is a solution pair, the equation § = Fy(¢) holds, and therefore, due
to above mentioned properties 1 and 2 of the operators I and F5, the following
inequalities are true:

0<0<O <M, 0<e<@E <M, k=12,

Notice that the sequences {6} and {&,} are bounded in V. Therefore, there
exist functions 0., . € L>(2) N H(£2) such that

0 — 0., Pr — @y ae. in 2, weakly in H'(£2), and strongly in L?(£2)

up to subsequences.

The above convergence allows us to pass to the limit in (12) as k& — oo.
Therefore, {60, ¢.} is a weak solution of the problem (1)—(3) with the control
4. Moreover, 6 < 6, and ¢ < ¢,. By the uniqueness of solutions of the problem
(1)—-(3), it holds that 8 = 6, and @ = ., and therefore § < 8 and ¢ < @, a.e. in
(2. This proves the theorem.

The proof of the next theorem is similar to that of Theorem 2.

Theorem 3. In order for a function u € U,q to be a strong maximizing optimal
control, it is sufficient that

u(s) = {u1<s>, i p(s) = () > 0,
uz(s), if @(s) = 0;(s) <0,
where p = @(u).

Theorem 4. Let u and u be two strong optimal controls. Then v = u on I’
where @ # 0.

Proof. Let u and @ be two strong optimal controls. From the definition of strong
optimal controls, it follows that ¢(u) = ¢(u) = ¢ and 0(u) = 6(u) = 6, a.e. in
2. Using equation (11) yields the relation

/F (u(ep — 01) — (o — B8 ]odl" = /F (u—T)(p— B0 =0 Vo eV,

which yields that (v —u)(¢ — 0}) = 0 a.e. in I". Therefore, u = @ at points of I’
where ¢ # 0}

Corollary 1. If a strong optimal control u is arbitrarily changed at points of I'
where @(W) = 07, then it remains to be a strong optimal control.
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Proof. Let u be a strong optimal control, and 0 and @ the corresponding so-
lutions satisfying equations (4) and (5). Assume that @ is changed on the set
{s € I':%— 0} =0} to obtain a new control lpey. Equations (4) and (5) imply
that the pair {5, @} is also a weak solution corresponding to the modified con-
trol Unew because the last integral of equation (5) remains unchanged. Thus, the
control Upyey 1S a strong optimal control.

5 TIterative algorithm for finding the optimal control

By Theorem 2, a function u € Uyq such that u = U(p(u)) is a strong minimiz-
ing optimal control. This gives rise to the idea to use an iterative procedure for
finding strong minimizing optimal controls. Below, such a procedure will be pro-
posed, and its convergence will be proven. This additionally proves the existence
of strong minimizing optimal controls. The case of strong maximizing optimal
controls is treated analogously.

Let w € Uyq, o = p(w), 6 = 0(w), i.e. pg = F1(0g,w), 6y = F>(pg). Define
the sequences

upy1 = U(or), Orr1 = Fa(or), @rr1 = Fi(Oryr,ups1), £=0,1,2,.... (13)

Using properties 1 and 2 of the operators F; and F; yields the following esti-
mates:

0<0, <M, 0<o¢, <M, k=0,1,2,...,

and, additionally, the sequences {0y} and {¢x} are bounded in V. Observe that
91 = Fg(gﬁo) = 90, and hence Y1 = F1(01, U((po)) S Yo = Fl(ﬂo,w) by Lemma 1.
Then, the monotonicity of Fy yields the inequality 65 < 6.

Now, inductive arguments yield the following relations:

0r < wp—1, Ok+1 <Ok, ups+1 < ug, a.e. pointwise, for all £ > 1.
Indeed, if p) < ¢r_1 and ;1 < 0 for some k > 1, then, by the Lemma 1,

V1 = F1(Ok41, U(or)) < o = Fi(0k, ug),

and therefore €; o2 < 0py1. Moreover, the monotonicity of the mapping U
with respect to the a.e. pointwise order yields the inequality ur11 = U(pg) <
U(pr—1) = ug.

Similar to the arguments used in the proof of Theorem 2, the properties of
boundedness and monotonicity of the sequences {uy}, {0x}, and {p} allow us
to clime the existence of functions & € L>°(I") and b,p¢ L>(2) N H(£2) such
that

up > uae inl, 0, =0, ¢ — @ ae. in §2,

14
weakly in H'(§2), and strongly in L?(£2). (14)
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The convergence (14), taking into account the upper semi-continuity of the map-
ping U, allows us to pass to the limit in (13) to obtain the equations

~

u=U(@), 0="F(p)., p=FI(0.0).

Therefore, i = U(p(@)), 0 < 0(w), and @ < @(w), i.e. U is a strong minimizing
optimal control.

Thus, the following statement is true:

Theorem 5. There exists a strong minimizing (resp. mazimizing) control u
uniquely defined on the set I'\ {n € I' : ¢(u) = 0}}. The modification of such a
control on the set {n € I' : @(u) = 6}} does not violate its strong optimality.

6 Numerical experiment

The following data are used in the numerical experiments. The region {2 being
a channel of the following form (the units are centimeters):

Q={r=(z1,22,23): 0 <2 <50, 0<z93<10}.

The boundary parts at zo = 0 and x2 = 50 are inflow and outflow regions,
respectively. The side faces, parallel to the x5 axis, are solid walls of the channel.
The velocity field is specified as v = (0,9,0) [cm/sec]. The function 6, is defined
as follows:

9(;(131,0,1'3) = 057 0[)(.’,5175071'3) = 17
0p(0, 22, x3) = 0,(10, z2, 23) = Op(x1,x2,0) = 6p(x1,22,10) = 0.5 + 0.0125.

The thermodynamical characteristics of the medium inside the channel corre-
spond to air at the normal atmospheric pressure and the temperature of 400°C.
The maximum temperature in unnormalized model is chosen as T4, = 500°C.
The extinction coefficient & is equal to 0.1 [em™!], a = 3.3(3), the absorption
coefficient k, equals 0.01 [cm™1], the anisotropy coefficient A equals 0, and the
coefficient v equals 10.

It is assumed that the control u is variable on the upper face, 3 = 10, and
constrained by the inequalities 0.2 < u < 0.4. On the other faces, the control
assumes prescribed constant values as follows:

u(z1,0,23) = u(xy, 50, z3) = 0.5,

(0, z9, x3) = u(10, z2, x3) = u(x1,x2,0) = 0.3.

The iterative algorithm requires only two steps to deliver a strong maximizing
optimal control. The distribution of this control on the upper face of the channel
is shown in Figure 1.
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o 90
451 B
u=0.4
40 bl
35 B
30 B
25 h
u=0.2
20 B
151 B
101 h
5 i
O 1 1 1 1 1 1 1 1 1
0 1 2 3 4 5 6 7 8 9 10 14

Fig. 1. Distribution of the control on the top face, x3 = 10, of the channel.

7 Conclusion

The current paper deals with a nonstandard problem of optimal control and pro-
poses its complete solution. The notion of strong optimal controls seems to be a
little bit unrealistic for common control problems. Nevertheless, the model con-
sidered in this work does have such solutions. They are unique in some sense and
can be easily computed. Another surprising point is that the intuition fails when
predicts that e.g. a strong maximizing optimal control should assume possibly
maximal admissible values. In contrast to that, the example presented shows
the opposite. Some analysis shows that a strong maximizing optimal control as-
sumes minimal admissible values on a part of the surface where the absorption
of thermal radiation occurs. Thus, the structure of strong optimal controls may
be rather complicated, and therefore some practical heuristic solutions can be
improved using the study presented. It would be also interesting to find other
problems permitting strong optimal controls.
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