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Abstract. We consider an optimal control problem with Volterra-type
integral equations on a nonfixed time interval subject to endpoint con-
straints, mixed state-control constraints of equality and inequality type,
and pure state inequality constraints. The main assumption is the linear—
positive independence of the gradients of active mixed constraints with
respect to the control. We formulate first order necessary optimality con-
ditions for an extended weak minimum, the notion of which is a natural
generalization of the notion of weak minimum with account of variations
of the time. The presented conditions generalize the local maximum prin-
ciple in optimal control problems with ordinary differential equations.

Keywords: Volterra-type equation, extended weak minimum, local max-
imum principle, state-control constraints, adjoint equation, transversality
conditions, change of time variable, linear—positive independence.

1 Introduction

The results presented in this paper generalize the results obtained in our previous
two papers [6] and [7]. Paper [6] was devoted to the first order necessary condi-
tions for a weak minimum in a general optimal control problem with Volterra-
type integral equations, considered on a fized time interval, subject to endpoint
constraints of equality and inequality type, mixed state-control constraints of in-
equality and equality type, and pure state constraints of inequality type. Paper
[7] studied first order necessary conditions for an extended weak minimum in an
optimal control problem with Volterra-type integral equations considered on a
non-fized time interval, subject to endpoint constraints of equality and inequal-
ity type, but without mixed state-control constraints and pure state constraints.
Here we consider a problem generalizing both problems of [6] and [7]. We for-
mulate first order necessary conditions for an extended weak minimum in this
general problem. Following the tradition, we call them stationarity conditions,
or conditions of the local mazimum principle. They are presented in Theorem 1.
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As far as we know, such conditions for problems with integral equations on a
variable time interval were not obtained up to now. Their novelty, as compared
with those for problems on a fixed time interval is that the costate equation and
transversality condition with respect to ¢ involve nonstandard terms that are
absent in problems with ODEs. More remarks concerning the existing literature
on the problems with integral equations can be found in papers [1-4, 6, 7].

As was already mentioned in [6], the stationarity conditions in optimal con-
trol problems constitute an important stage in obtaining any further necessary
optimality condition, including maximum principle or higher order conditions,
and thus, they deserve a separate thorough study for each specific class of prob-
lems.

The paper is organized as follows. In Section 2 we formulate a general optimal
control problem with integral equations on a variable time interval which we
call Problem A. We also define in this section the notion of the extended weak
minimum. Section 3 is devoted to formulation of the main result of the paper
— the local maximum principle in Problem A, which is the first order necessary
condition for an extended weak minimum (Theorem 1). A short discussions of
its proof is given in Section 4.

2 General optimal control problem with integral
equations on a variable time interval (Problem A)

Consider the following control system of Volterra-type integral equations on a
variable time interval [to,t]:

2(t) = ac(to)—&-/t F(t,5,2(5), u(s)) ds, (1)

where z(+) is a continuous n— dimensional and u(-) is a measurable essentially
bounded r— dimensional vector-functions on [tg,#1]. As usual, we call z(-) the
state variable and u(-) the controlvariable (or simply the control). A pair w(t) =
(x(t),u(t)) defined on its own interval [to,?;] and satisfying (1) for a.e. t €
[to,t1] is called a process. We assume that the function f is defined and twice
continuously differentiable on an open set R ¢ R*tn+7,

The problem is to minimize the endpoint functional

J = (po(to,l‘(to),tl,l‘(tl)) — min (2)

on the set of all processes (solutions of system (1)) satisfying the endpoint con-
straints

nj(tOVI(tO)atl;z(tl)) :07 j:17"'7k7 (3)
(pi(to,l‘(to),tl,l‘(h)) gO, Z'Zl,...,V7 (4)

the mixed state-control constraints

Fi(t,z(t),u(t)) <0 for a.e. t € [ty,t1], i=1,...,d(F), (5)
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Gj(t,z(t),u(t)) =0 forae. t€ [to,ti1], j=1,...,d(G), (6)

and the state constraints
D (t,x(t)) <0 forall ¢ € [to,t1], k=1, ...,d(®). (7)

The functions g, ¢;, n; are assumed to be defined and continuously differen-
tiable on an open set P C R?*"*2, and the functions Fj, Gj, and @, are as-
sumed to be defined and continuously differentiable on an open set Q c R*7+"
(the smoothness assumptions). The notation d(F'), d(G), and d(®) stand for
the numbers of these functions.

Moreover, we assume that the mixed constraints (5) and (6) are regular in
the following sense: at any point (¢,z,u) € Q satisfying relations F; < 0 Vi
and G; =0 Vj, the system of vectors

Fiu(t,z,u), i€lI(t,x,u), Gju(t,z,u), j=1,...,d(G),

is positively-linearly independent, where I(t,z,u) = {i| F;(t,z,u) =0} is the
set of active indices of mixed inequality constraints at the given point. Here and
in the sequel we denote by Fj, the partial derivative (gradient) of the function
F; with respect to the variable u. Similar notation is used for other functions
an variables.

Recall that a system consisting of two tuples of vectors pi, ..., p,, and
q1, --- qr in the space R" is said to be positively-linearly independent if there
does not exist a nontrivial tuple of multipliers aq, ..., am, B1, ... B with all

a; > 0 such that

> aipi + Y B =0.
i J

The problem (1)—(7) will be called Problem A, and the relations (2)—(4) its
endpoint block.

Note that the function f explicitly depends on two time variables, ¢ and s,
the roles of which are essentially different. Conventionally, the variable s will be
called inner, while ¢ will be called outer time variable, and one should carefully
distinguish between them in further considerations. Among the four arguments
of the function f and its derivatives, the first argument will always be the outer
and the second one be the inner time variables, no matter by which letters they
will be denoted.

As in [6] and [7], we mention an important particular case of system (1):
if f does not depend on the outer time variable ¢, ie., f = f(s,z(s),u(s)),
then the integral equation (1) is equivalent to the differential equation #(t) =
f(t,xz(t),u(t)), hence Problem A becomes an optimal control problem of ordi-
nary differential equations on a nonfixed time interval.

Obviously, each process under consideration must ”lie” in the domain R of
the function f(t,s,x,u), i.e.

(t,s,2(s),u(s)) € R for a.e. (t, )€ Alto,t1],
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where Altg,t1] = {(¢,8) : to < s <t < t1}. We will need even a stronger
condition.

Definition. A process w(t) = (z(t),u(t)) defined on an interval ¢ € [to, 1]
(with continuous z(¢) and measurable and essentially bounded w(t)) will be
called admissible with respect to R if its “extended graph”

Flw) = {(t,s,2(s),u(s)) | (t,5) € Alto, ta] }
lies in the set R with some “margin” | i.e.,
dist ((t, s, z(s), u(s)), OR) > const > 0 for a.a. (t,s) € Alto,t1].
A process is called admissible in problem A if it is admissible with respect to R

and satisfies all the constraints (1) and (3)—(7) of the problem.

Like in any problem on a nonfized time interval, the notion of weak minimum
in Problem A needs a modification.

Definition. We will say that an admissible process w®(t) = (2°(¢),u°(¢)),
t € [to,11], provides the extended weak minimum if there exists an & > 0 such
that for any Lipschitz continuous bijective mapping p : [to,t1] — [fo, 1] satis-
fying the conditions |p(t) —t| < & and |p(t) — 1] < &, and for any admissible
process w(t) = (z(t),u(t)), t € [to,t1], satisfying the conditions

z(t) = 2°(p(t)] <e ¥t and  [u(t) - (p(t)| <e (V) (8)
we have J(w) > J(w"). (Notation (V), as usual, means ”for almost all”.)

The conditions on p imply p(tg) = to and p(t1) = {1 with |to —to| < & and
|t —t1] < e. If the interval [to,t;] is fixed and we take p(t) = ¢, then relations
(8) describe the usual uniform closeness between the processes w” and w both
in the state and control variables. However, for an arbitrary p(t), relations (8)
extend the set of “competing” processes, and thus, even for a fixed time interval,
the extended weak minimum is stronger than the usual weak minimum.

3 Local Maximum Principle in Problem A

Let a process
w'(t) = (a°(t),u°(t)), t€ [to, {1] (9)

provide an extended weak minimum in Problem A. We assume that the end-
points of the reference state x°(¢) do not lie on the boundary of state constraints;
moreover, that

Dp(to, 2°(f9)) <0, Py(ty,2%(#)) <0, k=1,...,d(®). (10)
For process (9), let us introduce a tuple of Lagrange multipliers

A= (a0, o, B, Yu(t), Ye(t), hi(t), m;(t), m(t)). (11)
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Here «p € R corresponds to the cost ¢y, the components of vectors a =
(ai,...,a,) € RY and B = (B1,...,Br) € R* correspond to endpoint con-
straints ¢; < 0, and 7; = 0, respectively, adjoint variables v, (t) : [to, ;] — R™
and 1,(t) : [to,f1] — R correspond to the control system, pux(t) : [fo,%1] — R,
k=1,...,d(®), refer to the state constraints @(t,z) < 0; moreover, ¥, P,
and gy, are functions of bounded variation, continuous at o and #; ; multipliers
hl(t) : [tAQ,tAl} - R, i=1,... ,d(F), and mj(t) : [fo,fl} — R, j=1,.. ,d(G)
corresponding to the mixed constraints F;(t,z,u) < 0, G;(t,z,u) = 0, are
measurable bounded functions.

Note that here v, and ; are not the partial derivatives with respect to =
and ¢, but simply the adjoint variables, which refer to x and t, respectively.
This notation was proposed by Dubovitskii and Milyutin and turned out to be
highly convenient, especially in problems with many state variables. We hope it
will not cause confusion.

We denote by di,, diyy, dui the Lebesgue-Stieltjes measures which cor-
respond to the functions of bounded variation 1, 1, ur, respectively. These
measures have no atoms at the points ¢y and ¢;, and moreover, du; >0, k=

1, ..., d(®), since it corresponds to the inequality constraint. Hence each py is
a monotone nondecreasing function. By
dpy dy dpe .
= T t s _— = t s _— = t
g0, g, T =)

we denote the generalized derivatives of these functions with respect to t.
Consequently, the following relations hold:

¢a: (t) dt = dip; (t)a 'th(t) dt = dipy (t)7 fi; (t) dt = dp (t)

In what follows, all pointwise relations involving continuous functions hold for
all ¢, while those involving measurable functions hold for almost all ¢.

In order to present optimality conditions in Problem A, introduce, for a tuple
A of (11), the modified Pontryagin function

H(t,s,x,u) = . (t—) f(t, s, 2,u) + /tl Yo (T) fe(7y 8,2, u) dr. (12)

Here 1, (t—) means the left hand value of the function v, at a point ¢, and
f+ means the partial derivative of the function f(¢,s,z,u) with respect to the
first, outer variable t.

Also, for w°

function

and A, let us introduce the augmented modified Pontryagin

H(t,s,z,u) = H(t,s,x,u)

— Z hi(t) Fi(s,z,u) — Z m;(t) G,(s,z,u) — Z Lo () P (s, ), (13)

k
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the endpoint Lagrange function

l(to,xo,tl,xl (Zalwl‘i’Zﬁ]ﬂ]) to,xo,tl,.’ﬂl)
and a special auxiliary function

/ fe(t,s,2°(s),u%(s)) ds.

The main result of the paper is the following

Theorem 1 (local maximum principle). If a process w®(t) = (2°(t), u°(t)),
t € [to, 1] provides the extended weak minimum in Problem A and satisfies as-
sumption (10), then there exists a tuple of multipliers (11) satisfying the specified
above properties and such that the following conditions hold true:

a) nonnegativity conditions
ap =20, =20, hi(t)=0, i=1,...,d(F), dup=0, k=1,...,d(P),

b) nontrivality condition

t
ag + |af + |8 + Z(Mk(tl — (o)) Z/ t)ydt > 0,
k

¢) endpoint complementary slackness conditions
ai pi(to, 2%(fo), 11,2%(F)) =0,  i=1,...,1,
d) pointwise complementary slackness conditions
dp () D (¢, 2°(t)) = 0, k=1,...,d(®),

hi(t) Fi(t, 2°(t),u’(t)) = 0 a.e. on [to, 1],

e) adjoint equation in x

i (0) = Tt 1,2°(0), 0 (1)
= (Belt)fult t,2(0) / e () fo s ,20(0), (1)) dr )
(Zh Fin(t, 2° +ij Gialt, 2°(t), UO(t))) dt

—Zduk P (t, 2°(t)),
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f) adjoint equation in t
—dipy(t) = Hy(t, t,2°(t),u’(t)) dt

(Zh Fu(t,a(6), u (1)) + > mj (1) Gy (1,2 (), (1)) )

with
Hy(t,t,20(t), u’ (1)) = (t=) fs (t, 1, 2°(F),u’(¢))

4 / Ce(7) fua(r, 1, 20(0), a0 (1)) di,

where fs is the partial derivative of the function f(t,s,x,u) with respect to
the second, inner variable s, and fis is its second partial derivative,

g) transversality conditions in x,

%(to) = l:vo ) _wz(fl) = lz1 )
h) transversality conditions in t,
dilto) = Ly, —tu(t) = by — ¢u(t)R(E), (15)

i) stationarity condition with respect to the control
H,(t,t,2°(t),u’(t)) = 0 a.e. on [to, 1],

(=) fult £, 20(2), /wx ) Fru(r 1,20(8), u0(t)) dr

_Zh Fy(t, 2°( —i—Zm] Gju(t, 2°(t),u°(t)) = 0,
k) the “energy evolution law”

H(t,t,2°(t), u(8)) + vr(t) = ae on [t 1]

The last condition is called in such a way, since together with (14) it gives
the equation for evolution of the function H(t,t,2°(t),u(t)), which is often
(especially in mechanical problems) regarded as the total energy of the system:

H:Fs_l/}wR

If the state and mixed constraints are absent and the dynamics does not explicitly
depend on time: f = f(x,u), then H = H, R =0, and we get “the energy
conservation law”: H = const along the optimal process.
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Note that both the adjoint equation in ¢ and the right transversality condi-
tion in ¢ involve additional terms, di,(t)R(t) and . (t1)R(t,), respectively.
Both these terms are generated by the dependence of f(t,s,x,u) on the outer
time variable ¢, which was absent in problems with ODEs. (Indeed, in those
problems f; =0, whence F =0, so this term disappears.) In our opinion, this
novelty in optimality conditions for problems on a variable time interval needs
further study.

Using generalized derivatives of functions of bounded variation, we can rep-
resent the adjoint equation in x and t in the easy-to-remember form:

i (t)
dt

= H,(t,t,2°(t),u"(t))

= 7m0 Galt,2(1), 0 (0) — 3 d“d—ft) (D), (16)
J k

and
B dip(t)
dt

—Zh Fi(t, 2°( Zm] ) G (t, 2°(t), u® (1))

= Hy(t,t,2°(t),u"(t))

—Zd“k Dt 20(0)) — 2 gy a7)

4 About the Proof of Theorem 1

Like in our paper [7], in order to prove Theorem 1, we reduce Problem A to an
auxiliary problem on a fixed time interval by using the change of time variable
t = t(r), where dt/dr = v(r) and v(7) > 0. Setting Z(r) = z(t(r)) and
(1) = u(t(r)), we come to the following system of integral equations:

= x(70) + /T f(t(7),4(0), (o), u(0)) v(0) do, (18)

t(r) =t(mo) + /T v(o) do, (19)

T0
where 7 is a new time, t(7) an additional state variable, v(7) an additional
control variable, and ¢ a new time of integration instead of s.
We see that here the integrand of the first equation involves the value #(7)

of a state variable, which was not allowed in (1). Abstracting from the specific
form of the second equation and changing the notation #(7) to a more general
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y(7) (and changing also 7 to a more convenient t ), we come to a system of the
following form on a fixed interval [to, 1] :

xm:mm+/MmywmwM$mmm, (20)

to

¢

u(0) = (to) + [ hit,s.p(s)u(s)) ds 1)
to

where z(t) and y(t) are continuous functions of dimensions n and m respec-

tively, u(t) is a measurable and essentially bounded function on [tg,t;]. We

still denote the time by ¢. The data functions g and h, as before, are assumed

to be twice continuously differentiable on an open set R C R2t2m+ntr,

This system does not fall into the framework of equation (1), since the inte-
grand of the first equation depends on y(t) (which can be regarded as the outer
state variable). Thus, we have to study a new, broader than (1), class of integral
control systems.

Adding to the obtained system the mixed constraints, the state constraints
and the terminal block, we obtain the following
4.1 Problem B on a fixed time interval

On the set of solutions w = (z,y,u) to system (20)—(21) satisfying the con-
straints

Fi(t,z(t),y(t),u(t)) <0 for ae. t€ [to,t1], i=1,...,d(F), (22)

Gyt x(®),y(t),ult) =0 forae. teto,ta], Jj=1,...,dG), (23)
Qi (t,z(t),y(t)) <0 forall t € [t, 1], k=1,...,d(®), (24)

ni(z(to) y(to), z(t1),y(t1)) =0,  j=1,....k, (25)
pi(z(to), y(to), z(t1),y(t1)) <0, i=1,...,v, (26)

to minimize the endpoint functional

J = po(x(to), y(to), z(t1),y(t1)) — min. (27)

Like before, the functions 7;, ¢;, and ¢y are assumed to be continuously
differentiable on an open set P C R?"t2m " the functions F;, Gj, and &y
continuously differentiable on an open set Q@ C R+ We also assume that
the mixed constraints (22)—(23) are regular in the same sense as in Problem A.

To derive optimality conditions in Problem B, we consider it as a particular
case of an abstract nonsmooth problem in a Banach space, hence we can apply
the well known abstract Lagrange multipliers rule for nonsmooth problems (see,
e.g. [5,6]). Let us formulate it.
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4.2 Lagrange multipliers rule for an abstract nonsmooth problem

Let X,Y, Z;, i =1,...,v be Banach spaces, D C X an open set, K; C Z;
1 =1,...,v closed convex cones with nonempty interiors, fy : D — R, b; :
D—Z;, i=1,...,v, and ¢g: D — Y given mappings. Consider the following
problem

fo(z) — min, bi(v) e K;, i=1,...,v, g(x) =0. (28)

We study the local minimality of an admissible point 20 € D. Assume that the
cost fy and the mappings b; are Frechet differentiable at z°, the operator ¢
is strictly differentiable at 2°, and the image of ¢'(z°) is closed. Let K? be
the polar cone to K;, i=1,...,v.

Theorem 2. Let 2° provide a local minimum in problem (28). Then there
exist Lagrange multipliers ag > 0, ¢ € K?, i = 1,...,v, and y* €
Y™, not all equal to zero, satisfying the complementary slackness conditions
Cr, bi(2Y) =0, i=1,...,v, and such that the Lagrange function

L(z) = aofolx) + > (G, bi(x)) + (", g(@))
i=1

is stationary at x°: L'(z%) =0.

Applying Theorem 2 to Problem B, we perform some analysis of the ob-
tained conditions and represent them in the form of local maximum principle
for Problem B. The latter is then applied to the auxiliary problem with system
(18)—(19), and finally, we rewrite the results in terms of the original Problem A.
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