N

N

Big Brother Logic: visual-epistemic reasoning in
stationary multi-agent systems

Olivier Gasquet, Valentin Goranko, Francois Schwarzentruber

» To cite this version:

Olivier Gasquet, Valentin Goranko, Frangois Schwarzentruber. Big Brother Logic: visual-epistemic
reasoning in stationary multi-agent systems. Autonomous Agents and Multi-Agent Systems, 2016, 30,
pp.793-825. 10.1007/s10458-015-9306-4 . hal-01624691

HAL Id: hal-01624691
https://inria.hal.science/hal-01624691

Submitted on 2 Dec 2021

HAL is a multi-disciplinary open access L’archive ouverte pluridisciplinaire HAL, est
archive for the deposit and dissemination of sci- destinée au dépot et a la diffusion de documents
entific research documents, whether they are pub- scientifiques de niveau recherche, publiés ou non,
lished or not. The documents may come from émanant des établissements d’enseignement et de
teaching and research institutions in France or recherche francais ou étrangers, des laboratoires
abroad, or from public or private research centers. publics ou privés.


https://inria.hal.science/hal-01624691
https://hal.archives-ouvertes.fr

OATAO

Cipen Archive Toulouse Archive Ouverte

OpenArchive TOULOUSEArchive Ouverte OATAQO)

OATAO is an open access repository that collectswvtlork of Toulouse researchers
makes it freely available over the web where pdssib

This is an author-deposited version published hittp://oatao.univtoulouse.fr
Eprints ID : 16852

Tolink tothisarticle : DOI:10.1007/s10458-015-9306-4
URL : https://doi.org/10.1007/s10458-015-9306-4

To citethisversion : Gasquet, Olivier and Goranko, Valentin and
Schwarzentruber, Francdssg Brother Logic: visual-epistemic reasoning
in stationary multi-agent systems. (2016) Journal of Autonomous Agents
and Multi-Agent Systems, vol 30 (n° 5). pp. 793-8E5N 1387-2532

Any correspondenceoncerning this service should be sent to the itpy
administratorstaff-oatao@listes-diff.inp-toulouse.fr




Big Brother Logic: visual-epistemic reasoning in
stationary multi-agent systems

Olivier Gasquet - Valentin Goranko -
Francois Schwarzentruber

Abstract We consider multi-agent scenarios where each agent controls a
surveillance camera in the plane, with fixed position and angle of vision, but
rotating freely. The agents can thus observe the surroundings and each other.
They can also reason about each other’s observation abilities and knowledge
derived from these observations. We introduce suitable logical languages for
reasoning about such scenarios which involve atomic formulae stating what
agents can see, multi-agent epistemic operators for individual, distributed and
common knowledge, as well as dynamic operators reflecting the ability of cam-
eras to turn around in order to reach positions satisfying formulae in the lan-
guage. We also consider effects of public announcements. We introduce several
different but equivalent versions of the semantics for these languages, discuss
their expressiveness and provide translations in PDL style. Using these transla-
tions we develop algorithms and obtain complexity results for model checking
and satisfiability testing for the basic logic BBL that we introduce here and for
some of its extensions. Notably, we show that even for the extension with com-
mon knowledge, model checking and satisfiability testing remain in PSPACE.
We also discuss the sensitivity of the set of validities to the admissible angles
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of vision of the agents’ cameras. Finally, we discuss some further extensions:
adding obstacles, positioning the cameras in 3D or enabling them to change
positions. Our work has potential applications to automated reasoning, for-
mal specification and verification of observational abilities and knowledge of
multi-robot systems.

Keywords visual-epistemic logical reasoning, multi-agent systems, surveil-
lance cameras, observational abilities, knowledge, model checking, satisfiability
testing

1 Introduction

Modeling and study of multi-agent systems that involve intelligent agents com-
bining perceptual and reasoning abilities is a major field of research, with ap-
plications to AI. An important issue in that field is the analytic processing of
visual perception and visual communication, where the main problem is how
to represent and reason logically about the visual information that the intel-
ligent agents receive from the environment and from each other. This affects
not only agents’ knowledge about the surrounding world, but also about each
other’s knowledge about that world, etc. and that knowledge in turn affects
and guides their intelligent behavior.

In this paper we address these issues in the context of multi-agent scenarios
where each agent controls a stationary surveillance camera positioned in the
plane. In the basic framework presented here each camera has a fixed position
and angle of view, but can rotate freely around its axis. Through the cameras,
the agents can observe the surrounding world and each other. We adopt some
basic assumptions about these scenarios, in order to simplify or idealize them:

> We identify physically the agents with their cameras. Thus, we can talk
(with benign imprecision) about agents seeing objects and about cameras’
knowledge.

> We assume that the cameras/agents are positioned at single points in
the plane and that they are transparent. These assumptions can be easily
relaxed and non-transparent cameras/agents of real sizes can be considered,
without major modifications of the framework and the obtained results, by
simply treating them both as cameras and as obstacles.

> We assume that the only objects of interest for any agent in our scenarios
are the other cameras/agents. This assumption is not practically restrictive,
because one can assume that all other objects of interest are, too, agents
equipped with cameras, which cannot see anything or who are simply not
interested in what they can see and know.

> In this study we also assume that the agents and their cameras are
stationary. In reality, though, these are often mobile. Adding mobility to cam-
eras leads to models where only the set of agents and the vision angles of
their cameras are specified, but not their positions. That makes solving the



model checking and satisfiability problems apparently computationally more
expensive, so we leave the case of mobile cameras to a follow-up work.

> In the stationary setup we assume that every agent knows the exact
positions of all agents/cameras, even of those that the agent does not see cur-
rently, and that is a common knowledge amongst all agents. This assumption
is certainly well justified if agents are endowed with some memory, as they
can turn around to observe and memorize the positions of the others before
reasoning and acting further. On the other hand, we only assume that at any
given moment an agent knows the directions of vision, and therefore the scope
of vision, of only those other agents that he can see at that moment.

We introduce suitable logical languages for reasoning about such scenarios
which involve atomic formulae stating what agents can see, multi-agent epis-
temic operators for individual, distributed and common knowledge, as well as
dynamic operators reflecting the ability of cameras to turn around in order to
reach positions satisfying formulae in the language. We also add agents’ public
announcements.

Here we are interested not only in what agents can see, but also in the
knowledge they can derive from their visual perception. The agents’ knowl-
edge that we model and study in our framework includes knowledge about
other agents’ observation abilities and about their direct and iterated knowl-
edge derived from such observations. A subtle issue arises here, of how vision
and knowledge are related. At first glance, it seems that agents only know
about other agents’ knowledge what they can immediately derive from what
they can see regarding the observational abilities of those other agents. We
show that this is not quite so, as there is a non-trivial deductive aspect in
the analytic knowledge that agents can acquire, arising from supplementary
geometric reasoning.

We introduce semantics for our logical languages on natural geometric
models, as well as formal Kripke semantics for them in vision-based finite ab-
stractions of the geometric models. We then discuss the expressiveness of our
logical languages and provide translations for them in the style of Propositional
Dynamic Logic PDL [12]. Using these translations we develop algorithms and
obtain complexity results for model checking and satisfiability testing for the
basic logic BBL that we introduce here and for some of its extensions. The key
observation that enables our model checking and satisfiability testing proce-
dures is that, while the set of geometric models over a configuration of cameras
with fixed positions is infinite, the set of their vision-based abstractions, ob-
tained by identifying models where each agent can see the same configuration
of agents, is finite.

Finally, we discuss some important extensions of the present work: adding
obstacles, positioning the cameras in 3D or enabling them to change positions.

Our work has potential applications to automated reasoning, formal speci-
fication and verification of observational abilities and knowledge of multi-robot
systems. We are aware of very few related previous studies on the topic, e.g.,
[9], [6]. They have mainly considered technical, architectural and knowledge



representational aspects of agent-based systems of multi-camera surveillance
and information processing, but do not involve logical reasoning. To our knowl-
edge, the only previous study related to logical reasoning in such scenarios is
the one presented in [14] and [1], which is the main precursor of the present
work. Unlike the frameworks considered in the latter two papers, in this work
we fix the positions of the agents. That choice has enabled us to obtain more
efficient algorithms for model checking and satisfiablity testing and to deter-
mine their precise complexities, which are the main technical contributions of
the paper. We have also introduced the interpretation of agents as cameras
here and the turning operators that makes the language considerably more
expressive and enable us to take an explicit dynamic perspective on our logics.

This work is a substantial extension and a revision of [10]. In particular,
we have provided in full details the model-checking algorithms and the proofs
of their complexities, and have added the algorithm for satisfiablity testing,
that runs in polynomial space. We have also added the public announcements
here.

The paper is organized as follows: after brief preliminaries in Section 2, we
introduce the logics BBL and some extensions in Section 3. We discuss their
expressiveness in Section 4 and provide translations to PDL variants of BBL in
Section 5. In Section 6 we use these translations to obtain optimal complexity
results and develop efficient algorithms for model checking and satisfiability
testing. We then introduce and discuss briefly some further extensions in Sec-
tion 7 and end with the concluding Section 8.

2 Preliminaries
2.1 Multi-agent epistemic models and logics

For the necessary background on modal logic refer e.g., to [5]. Here we only
give the basics on multi-agent epistemic models and logics. For the conceptual
aspects or further technical background refer e.g., to [8] or [17].

A multi-agent epistemic structure for a set of agents Agt is a tuple S =
(Agt, St, {~a| a € Agt}), where St is the set of states (possible worlds) and ~, is
the epistemic indistinguishability relation on St of the agent a. Given a fixed
set of atomic propositions PROP, a multi-agent epistemic model (MAEM)
extends a multi-agent epistemic structure with a truth valuation V that assigns
to each p € PROP the set of states V(p) where it is declared true.

We consider fully expressive multi-agent epistemic logics, extending classi-
cal (propositional) logic by adding the following usual epistemic operators:

— Individual knowledge K, meaning “The agent a knows that”. We will also use
its dual operator K, := =K, intuitively meaning “The agent K, considers
it possible that”. or “It is consistent with the knowledge of K, that”.

— Group knowledge of A: Ka, definable as Kap := A, Kap, and meaning
“Every agent in the group A knows that ¢©”. When A = {a} we write K,
instead of Ky,;.



— Distributed knowledge of A: Da, where Day says “It is a distributed knowl-
edge amongst the agents in the group A that ¢”, intuitively meaning that the
collective knowledge of all agents in the group A implies ¢. For instance, if
Kawp and Ky (¢ — 9) hold for some agents a and b, then Dy, 4y (0 A (0 — 9))
holds, and therefore Dy, ;)% holds, too, by the closure of knowledge under
logical consequence.

— Common knowledge of A: Cp, where Cagp, says “It is a common knowledge
amongst the agents in the group A that ¢”, intuitively meaning that every
agent in A knows ¢ and every agent in A knows that every agent in A
knows ¢, and every agent in A knows that, etc., ad infinitum.

Thus, the formulae of the language of the multi-agent epistemic logic
MAEL are defined as follows:

p:=p|-¢|eAp|Kip|Kap|Dap|Cayp,
where p ranges over a fixed set of atomic propositions PROP, a € Agt and A
is a non-empty subset of Agt.

We note that the individual knowledge K, can also be considered definable
as Dy,y, so in principle it suffices to keep in the language only the operators for
distributed and common knowledge. However, we will keep the operators of
individual knowledge as primitives needed to define the basic language, which
will be without distributed knowledge.

In our setup there will be no abstract (i.e., uninterpreted) atomic proposi-
tions but only concretely interpreted ones of the type “a sees b” for concrete
agents a and b, so epistemic structures and models will coincide.

The formal semantics of the epistemic operators at a state in a multi-agent
epistemic model M = (Agt,St,{~,| a € Agt},V) is given by the following
standard truth definitions:

(Ky) M, q E Ko iff M, ¢ | ¢ for all ¢’ such that ¢ ~, ¢'.
(Ka) M,q |E Kap iff M,q¢' | ¢ for all ¢’ such that ¢ ~¥ ¢/, where ~§¥=
acA Ta-
(Ca) M, q = Capiff M, ¢ |= p for all ¢’ s.t. ¢ ~§ ¢, where ~§ is the transitive
closure of ~%.
(Da) M,q | Dap iff M,q" | ¢ for all ¢’ such that ¢ ~% ¢/, where ~P=

~

naGA a-

2.2 Flatland

Interaction between visual perception and knowledge has been studied in [1],
in a logical framework based on the following language, where a, b are agents:

(Lok) ¢u=arb|[—¢| oV o | Ko

The atomic proposition a>b reads “agent a sees agent b”.
The language L.k has no abstract atomic propositions. The primary in-
tended models are geometric models where each agent is located at a point in
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Fig. 1 Two possible 2-dimensional worlds in Flatland that are indistinguishable for agent
a

the space and sees a half-space. Different agents are located at different points
and every agent a who can see another agent b can also see b’s direction of
vision. An abstract semantics is based on Kripke models where the possible
worlds are geometric models. The indistinguishability relation ~, for agent a
in such Kripke model is defined as follows: two worlds w and u are such that
w ~, u iff the agents seen by agent a are the same and are located in the same
way in both w and wu, i.e., each occupying the same position and pointing in
the same direction.

Two variants of this framework have been studied in [1]: Lineland, where
the space is 1-dimensional, and Flatland, where the space is 2-dimensional,
i.e., a plane. Figure 1 shows two possible worlds in Flatland that are indistin-
guishable for agent a, because they look the same in the parts which a can
see. Note that a sees both b and ¢ in both worlds, so a can see that b sees
¢, and this is the case in every world which is indistinguishable from these
for a, hence a knows that b sees c. In fact, as shown in [14], in this semantics
Ko (b>c) is equivalent to a>b A a>c Ab>c, so some occurrences of the knowledge
operators can be eliminated. On the other hand, a does not see d and e in any
of these worlds, so a does not know whether d sees e in any of them. In fact,
d sees e in world w and d does not see e in world wu.

In that framework, the model checking problem takes as an input the de-
scription of a possible world w (positions and directions of agents) and a for-
mula ¢ in £ k and asks whether ¢ holds in w. The satisfiability problem takes
as an input a formula ¢ in £, k and asks whether there exists a world w satis-
fying ¢. It has been proved in [1] that both model checking and satisfiability
testing are PSPACE-complete for Lineland and are respectively PSPACE-hard
and in EXPSPACE for Flatland.



2.3 First-order Theory of the Reals

Consider the following first-order language Lp for fields:
¢:=(e>0)|(e=0)|-¢| (@A) |Vre|Ize

where e is a polynomial expression over variables x,y,.... Lr has a standard
interpretation in the field of reals R. The problem of checking whether a closed
formula of Lp is true in R is in EXPSPACE (see [16] for the historically first
decision procedure and [4] for the description of an algorithm that runs in
EXPSPACE) The problem for the existential fragment of Lp, i.e., for closed
sentences of the form

Fzq .. Fzpp(x, .. xy)

where (21, ...,2,) is a quantifier-free formula for which the truth-checking
problem in R is in PSPACE (see [7]).

3 Logics for agents with stationary surveillance cameras

Here we introduce our basic logic for stationary cameras, which we dub Big
Brother Logic, or BBL for short. Intuitively, we consider scenarios where many
agents are positioned in the plane, each of them equipped with a camera with
fixed angle of vision. The agents can freely turn their cameras but cannot
change their positions. At every moment an agent sees everything that is
within the current sector of vision of its camera. In particular, we assume,
for technical convenience, that the cameras/agents have no dimensions and
are positioned at single points in the plane, and that they are transparent,
so they can be seen through. These assumptions can be easily relaxed and
non-transparent cameras/agents of real sizes can be considered, by treating
them both as cameras and as obstacles (see Section 7).

3.1 Languages

Hereafter we fix a set of agents Agt = {a1,...,ar}. The basic language of BBL
involves the ‘seeing’ operator >> from Flatland, the individual knowledge epis-
~

a)

temic operators {Kj }acagt, plus the turning (diamond) operators {( a ) }acagt,

where <?)¢ intuitively means “a can turn around its position so that ¢ holds”.
We will use the standard notation from PDL: [?} = ﬁ(?)ﬂ.

The formulae of BBL are defined as follows:

IS
pu=abb| ¢ |dVe|Kig|(a)o
We also introduce the following extensions of BBL:

— BBLc: BBL plus all operators Cp for every group of agents A.
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Fig. 2 An overview of the models introduced in subsection 3.2

— BBLp: BBL plus all operators Da for every group of agents A.
— Combinations of the above.

We will often write af¢ b as abbreviation of —a>b. Some additional opera-
tors: a > b, meaning “a sees b and b sees a”, i.e., an abbreviation of a>>b A br>a,
and B (abc), meaning “b is between a and c”; to be discussed and defined later.

3.2 Semantics

We will introduce four different equivalent types of models, but eventually
providing equivalent semantics for the logic BBL. The first type, called ge-
ometrical models are natural geometric representations of configurations of
cameras as points in the plane and of their areas of vision as sectors between
pairs of infinite rays. The second type, geometric Kripke structures are es-
sentially Kripke structures with possible worlds being the different possible
geometric models. The third type, called vision-based abstractions are again
Kripke structures obtained as finite quotients of geometric Kripke structures,
which will enable us to do algorithmic model checking in such structures. The
last type, called vision-based models can be constructed directly from geomet-
ric models by identifying their spectrum of vision — a tuple of families of “sets
of vision”, one family for each agent, obtained by turning its camera in a full
circle. These are essentially isomorphic to vision-based abstractions and will
be used in the actual model checking algorithms. Figure 2 gives an overview
of the four models introduced in this subsection.

3.2.1 Geometric models

Camera configurations are formally represented by geometric models defined
in the Euclidean plane R? (or just a region) as follows. Every agent’s camera
is associated with a position (a point in the plane), an angle of vision and a
unit vector representing the direction of its vision. Formally:



Definition 1 Let U be the set of unit vectors of R%2. A geometric model is a
tuple (pos, dir,ang) where:

— pos : Agt — R?;

— dir: Agt = U;

— ang : Agt — [0, 2m).

Given an agent a, the direction dir(a) is the bisector of the sector of vision
of angle ang(a), depicted as follows:

/ dir(a)

pos (a)‘//w

We denote C} .« the closed sector with vertex at the point p, angle «
and bisector in direction u. For technical reasons, however, we assume that
p ¢ Cpu,a- The region of the plane seen by agent a is Cphos(a).dir(a),ang(a)-

We assume that different agents have different positions, every camera can
“see” everything inside and on the boundaries of its sector of vision, including
the positions and the directions of vision of all agents positioned there, but
can see nothing outside of it. All cameras can turn at any angle.

Ezample 1 (Cameras and their sectors of vision)

T~

3.2.2 Geometic Kripke structures and semantics of BBL

Now, we will introduce the second type of models which are essentially Kripke
structures in which the possible worlds are geometric models. They will involve
relations corresponding to camera turning and to agents’ knowledge. We will
define knowledge in such models as usual in epistemic logics: an agent a knows
a property ¢ iff ¢ holds in all possible worlds that are indistinguishable for
him. In our case, as in the logic of Flatland [1], this means, ¢ holds in all
possible worlds where agent a sees exactly what it sees in the actual world. So,
those possible worlds can only differ from the actual world in the directions of
vision of the agents not seen by agent a. More precisely, the semantics of all
epistemic operators is given as in Section 2.1 by regarding the relation ~, as



follows: dir ~, dir’ iff the set of agents seen by a in dir and dir" are the same and
they have the same directions of view, and so does a itself. The difference with
the approach described in [1] is that here the positions of the agents cannot
change and the agents have common knowledge of each other’s positions.

Definition 2 Given pos : Agt — R? and ang : Agt — [0,27), we define a
geometric Kripke structure M = (pos, ang, D, R, ~) where:

— D is the set of possible functions dir : Agt — U,
— R assigns to each agent a the following equivalence relation on D:

R, = {(dir,dir") € D? | dir(b) = dir’(b) for all b + a}
— ~ assigns to each agent a the following equivalence relation on D:

~a= {(dir,dir") € D? | dir(b) = dir’(b) for all b such that b = a or
pos(b) S Opos(a),dir(a),ang(a)}

It is straightforward to show that the relations defined above are correctly
defined equivalence relations.

The first two components of every geometric Kripke structure, viz. pos
and ang, fix the geometric parameters of the model, i.e., positions and the
angles of vision of the agents. The other three components form indeed a
Kripke structure (D, R, ~) where D is the set of possible worlds, while R and
~ represent tuples of equivalence relations, one per agent. Note that these are,
in fact, uniquely determined by pos and ang.

The truth of formulae is evaluated in such geometric Kripke structures
with additionally specified direction function dir € D, representing the current
geometric model. We will call these pointed geometric Kripke structures. The
truth conditions are defined as follows, where M = (pos,ang,D, R, ~) and
dir € D:

— M, dir = a>b iff pos(b) € Cpos(a),dir(a),ang(a)a

— M, dir = <?>¢ iff M,dir’ = ¢ for some dir’ € D such that dir' R, dir,
— M, dir = K, iff M,dir’ |= ¢ for all dir’ € D such that dir’ ~, dir.

3.2.3 Vision-based abstractions of geometric Kripke structures

The geometric Kripke structures are infinite, but they can be partitioned into
finitely many clusters such that all agents see the same sets of agents in all
structures within the same cluster. We will give here an equivalent defini-
tion of the semantics of BBL, but now based on finite quotients of geometric
Kripke structures w.r.t that equivalence relation, which we call vision-based
abstractions.

More precisely, note that if all agents that are seen by a given agent (cam-
era) are in the interior of its sector of vision, then a slight change of the direc-
tion of vision of that camera may not change what the respective agent sees. So
all cameras would see the same objects if they are rotated at sufficiently small



angles. This naturally defines an equivalence relation over worlds in geometric
Kripke structures where equivalent worlds satisfy the same >~based proposi-
tions. Formally, given a geometric Kripke structure M = (pos,ang, D, R, ~)
and dir, dir’ € D, we define:

dir = dir’ iff (Va, b € Agt : M, dir |= ai>b iff M, dir’ = ar>b).

The equivalence class of dir with respect to = will be denoted by dir. Since
Agt is finite, there are finitely many equivalence classes in any given geometric
Kripke structure (see further Proposition 2).

Lemma 1 Given any geometric Kripke structure M = (pos,ang, D, R, ~), for
every agent a we have that (= oR,) = (Ra0 =) and (= o ~,) = (~a 0 =),
where o is the composition of relations.

Proof 1. Suppose (dir,dir') € (= oR,), and let dir” be the same as dir for all
agents b # a but with dir’(a) = dir’(a). Then (dir, dir”) € R, by definition and
dir” = dir’ follows from the assumption. So, (dir,dir') € (R,o =). The other
direction is similar.

2. Likewise, suppose (dir, dir') € (= o ~,) and let dir” be such that dir” (b) =
dir(b) for all agents b € {a} U Cyos(a),dir(a),ang(a) and dir’(b) = dir'(b) for the
others. Then (dir,dir") €~, by definition and dir” = dir’ follows from the
assumption. So, (dir,dir’) € (~, o =). Similarly, the other way round.

Definition 3 Let M = (pos,ang,D, R, ~) be a geometric Kripke structure.
The wision-based abstraction of M is the quotient structure Ky = (D, R,~)
defined as follows:

— D = {dir | dir € D},

— R maps each agent a to the equivalence relation
R, = {(dir,dir") | (dir,dir') € (= oR.)},

— ~ maps each agent a to the equivalence relation
~, = {(dir,dir") | (dir,dir') € (= 0 ~,)}.

The correctness of this definition follows from Lemma 1.

We can now re-define in an obvious way the semantics of BBL on vision-
based abstractions of geometric Kripke structures. We are going to show that
the two semantics are equivalent.

Proposition 1 Let M = (pos,ang,D, R, ~) be a geometric Kripke structure
and Ky = (D, R,=) be the vision-based abstraction of M. Then the canonical
mapping h : D — D defined by h(dir) = dir is a bounded morphism from M (re-
garded as a standard Kripke structure (D, R,~)) onto K, and consequently,
a bisimulation.

Proof We check the bounded morphism conditions:

Atomic harmony: M,dir |= a>b iff K, dir = a>b for any dir € D, by
definition.



Forth: Let dir,dir' € D. If (dir,dir') € R, then (h(dir), h(dir')) € R, by
definition of R,. Likewise, if (dir,dir’) €~, then (h(dir), h(dir')) € =,.

Back: 1f (h(dir),dir') € R, for some dir' € D then (dir,dir') € (= oR.).
Hence, there is dir’ € D such that dir = dir’, so h(dir) = h(dir"), and
(dir”, dir") € R,. Likewise for =,.

Corollary 1 For any formula ¢ € BBL, we have that
M, dir |= ¢ iff K, dir = ¢.
3.2.4 Vision-based models

Now, we are going to extract from vision-based abstractions of geometric
Kripke structures a new, simpler and more transparent type of models for
BBL, which we call a vision-based model. First, note that, given a vision-based
abstraction K = (D, R,~) of a geometric Kripke structure M, each dir € D
is entirely characterized by the possible families of sets — one family for each
camera — of other agents that the camera can see in a glance if suitably turned.
Because of this, we can identify any possible world in D with the tuple stating
for each agent the set of other agents that it sees. Of course, we can precom-
pute these tuples. Moreover, for each agent a we can pre-compute the family
S, of the sets of agents that can be seen at the same time by a, by using
standard analytic geometry (we omit the routine details).

Thus, starting with a geometric Kripke structure M we can eventually
construct a tuple of families of sets of agents S = (S,)acagt that contains all
the relevant information to provide the semantics for BBL.

The formal definition follows.

Definition 4 Let M = (pos,ang,D, R,~) be a geometric Kripke structure
and Kny = (D, R,~) be its vision-based abstraction. For any dir € D we
define:

- FadT = {b € Agt | pos(b) € Cpos(a),dir(a),ang(a) } 18 the set of agents that a sees
in (any) direction given by dir;

— (Ffi')aeAgt is the tuple of sets of agents seen by the respective agents in
directions given by dir;
— S, = {4 | dir € D} is the family of all sets of agents that a can see when

turning around.

Thus, we construct a tuple of families of sets of agents S(M) = (5:)achgt,
which we call the spectrum of vision of M.

Ezxample 2 In the geometrical model in Example 1, for the given angles we
have, the families in the spectrum of vision are computed as follows:

— S, ={0,{b},{b,e}, {b,d,e}, {b,c,d, e}, {c,d,e}, {c,d}, {c}})
- Sp = {Q]a {3}7 {d}a {Cvd}v {C}7 {Cae}v {e}};
- 8. = {(Z)» {a}, {avd}v {a,d, b}v {b,d}7 {bve}u {e}}§



— Sq= {Q]v {3}7 {b}v {e}a {Cve}7 {C}};
- Se = {@, {b}v {av b}’ {a’ b’d}a {aad}v {d}a {e}}

Proposition 2 Let M = (pos,ang,D, R, ~) be any geometric Kripke struc-
ture. Fach set S, in the spectrum of vision of M contains at most 2k — 2 sets
of agents, where k = #Agt is the number of agents. Hence, this is the mazrimal
size of the set R,(dir) in the vision-based abstraction of M.

Proof Consider an agent a and start turning its camera clockwise. The set of
agents seen by a’s camera only changes when one of the two boundary rays of
the sector of vision of the camera passes through an agent. In one full circle
each of these rays passes through k — 1 agents.

Note that not every tuple of families of sets of agents (S, )acagt 1S a spectrum
of vision of some geometric Kripke structure, even if it satisfies the constraints
in Proposition 2. Nevertheless, we can regards every such tuple as if it is an
actual spectrum of vision, so we will call every such tuple an abstract spectrum
of vision.

We will show that on every abstract spectrum of vision a Kripke model for
BBL can be built and will give semantics of BBL on such models, as follows.

Definition 5 Given an abstract spectrum of vision & = (5, )acagt, the vision-
based model over S is a Kripke structure V(S) = (T', T, ) where:

— I'={(I%)acag | Is € S, for all a € Agt},
— 7T maps each agent b to the equivalence relation
To = {((I3)achgt: (I2)acagt) | In = I, for all a # b},
— & maps each agent b to the equivalence relation
&, = {((Fa)aeAgta (F;:)aeAgt) | I, = IZ for all a € {b} @] Fb}
It is straightforward to check that the definition above is correct.

Thus, in summary, every geometric model G = (pos, dir,ang) generates a
geometric Kripke structure M = M(G) and eventually also generates a vision-
based model V(S(M)) based on the spectrum of vision S(M) constructed as
in Definition 4, with an “initial world” I'c = (I, )acagt, Where I, = {b € Agt |
pos(b) € Cpos(a).dir(a),ang(a) } for every agent a.

Ezample 3 In Example 2 we computed the spectrum of vision S = (S, )acagt
generated by the geometrical model G in Example 1, which also defines the
corresponding initial world I'c = (I},)acagt, Where:

— I, =A{cd,e} € Sy;

*FbZQGSb;
—TI.=0€eS;
—Fd:{C}ESd;

— I.={a,b,d} € S..
An example of another world, I'" = (I})qcagt, such that I'cT,I", is:
— I, ={cd,e} € Sy;



— Fb:{c,d}ESb,
—I.=0esS,;
— Iy={c} €Sy

— I. ={a,b,d} € S..

We also have I'cE, I, IGE" and I'gE4I, but neither I'cE, I nor I'gELI.

Now, we can readily give semantics of BBL in vision-based models, via the
following clauses:

- V(S)v (Fa)aGAgt ': b>ciff c e Fb7

- V(S)a(Fa)aEAgt ': <?>¢ iff V(S)7(F;)36Agt ': ¢ for some (Fa/)BEAgt el
such that ((F;)aGAgta (Fa)aGAgt) S 7;»

= V(S), (I)acag = Kot iff V(S), (IV)acage = ¢ for all (I!)aepge € T such
that ((F;)BGAgta (Fa)aeAgt) S 53.

In particular, the semantics above applies to vision-based models gener-
ated by spectra of vision of geometric Kripke structures, thus providing an
alternative semantics in such structures. However, both semantics are easily
shown to be equivalent. Indeed, a straightforward inspection shows that, for
every geometric Kripke structure M its vision-based abstraction K4 is iso-
morphic to the vision-based model over its spectrum of vision, constructed in
Definition 5:

Proposition 3 For every vision-based abstraction Ky = (D, R,~) the map-
ping h : D — T defined by h(dir) = (I'%"),ea is an isomorphism between Ky
and V(S(M)).

Corollary 2 For any formula ¢ € BBL, we have that

Ko dir = ¢ iff VS(M)), [T uen E ¢.

We will henceforth identify the vision-based abstraction h : K¢ with the
vision-based model V(S(M)) and, when M is fixed by the context, will denote
possible worlds in V(S(M)) by (Is)acagt, dropping the superscript dir.

Thus, in the long run, we have shown that all semantics defined above are
equivalent, so we can work hereafter with any of them.

Definition 6 A BBL formula is satisfiable iff it is true in some geometric
model (hence, in some geometric Kripke structure or in some vision-based
model of such structure); it is walid iff it is true in every geometric model,
respectively every geometric Kripke structure or every vision-based model of
such structure.



4 Expressiveness and extensions
4.1 Expressing properties and specifications

The language of BBL and its extensions can express various natural specifica-
tions regarding the visual abilities and knowledge of the agents. Here are some
examples in BBL and in BBLc¢p:

ea>b — Ka[fl;v](abb): “If a can see b, then a knows that whichever way
b turns around, this will remain true.”

o (baAbc) AKy(a )((a>b Aamc) = KyKa(ba A bic):
“If b sees a but not ¢ and knows that a can turn around so as to see both b
and c then b consider it possible that a knows that b sees a but not c.”

o (axxib) — C,p(anxab):
“If a and b see each other, then this is a common knowledge amongst them.”
v

o Kob({a)(ambAasc)A (b )(b>aAbrc))

— Cap({@ ) (B ) (@b Aac Abrc)).
“If a and b know that each of them can turn around to see the other and c,
then it is a common knowledge amongst them that they can both turn so as
to see each other and c.”

b

o () (a>chamd) A (D) (bedAbse) = (2 ) (b ) (Dapce V D, peike).
“If a can turn around so as to see both ¢ and d and b can turn around so as
to see both d and e then both a and b can turn around so as to make it a
distributed knowledge amongst them whether ¢ sees e.”

(The reader is invited to try to check by hand whether this formula is valid,

in order to appreciate the complexity of the semantics.)

4.2 Defining betweenness and collinearity

Assuming that the cameras’ angles of vision are strictly less that 2w, the
relations of betweenness and collinearity can be expressed in the language of
BBL as follows:

— The formula [?](abb — al>c) is true in a geometric model precisely when
c lies on the ray starting at a and passing through b, i.e., when b is between
a and c or c is between a and b.

— Therefore, the formula [?](abb —al>c) A [(l;v](bba — br>c) is true in a
geometric model precisely when c lies strictly between a and b. Thus, we
can define

B (ach) :=[a'](a>b — a>c) A ['b](ba — bi>c)



Fig. 3 Expressing the claim that d is in the triangle A(a, b, c) when the angles of vision a
and b are wide enough: whenever a sees both b and c it sees d, too, and whenever b sees
both a and c it sees d, too.

One can express likewise that d is in the triangle A(a, b, ¢) but only when at
least 2 of the angles of vision of a,b,c are wide enough so each of the respective
agents can turn around to see the other two. For instance, suppose that the
angles of vision a and b are wide enough as depicted in figure 3. Then we
express that d is in the triangle A(a, b,c) by the following formula:

2 )((a>bAasc) — ad) A[b]((ba A b>c) — bi>d).

Note that the modal language for plane geometry with betweenness is
quite expressive (see [2]), but BBL covers only a small fragment of it because
it cannot refer directly to lines, points and incidence. Nevertheless, if cameras
can change their positions in the plane the expressiveness of BBL increases
substantially and its full power is still subject to further investigation.

4.3 Relations between vision and knowledge

Clearly, seeing and visual knowledge are closely related: an agent knows that
he sees whatever he sees: ar>b — K,ar>b and knows that he does not see
whatever he does not see: ay b — K,a¥ b. On the other hand, there is more in
the agent’s visual knowledge than what he can see directly. For instance, the
following is valid for any agents a, b, c1, co, e, even if a does not see b:

arcy Aa>ce AB(crecy) = Ky(br>cy Ab>cy — br>e)

Thus, a has non-trivial (i.e., not logically valid) knowledge about b’s visual
abilities.
For more on the relations between vision and knowledge see [1].



Fig. 4 See(a,b,c) is F-realizable

4.4 Axioms for cameras with different angles of vision

We will not discuss axiomatic systems for BBL-logics here, but will only demon-
strate that the set of valid BBL-formulae is very sensitive to the admissible
angles of vision of the agents’ cameras.

For simplicity, we will assume here that all cameras have the same angle
of vision a.. Presumably, a given BBL-formula can be valid/satisfiable for one
« and not for another, whence the following definition.

Definition 7 Given an angle « such that 0 < o < 7, a formula ¢ € BBL is
a-realizable if there is a geometric Kripke structure M = (pos, ang,D, R, ~)
where ang(a) = « for each a € Agt, which satisfies ¢.

Consider for instance the formula
See(a,b,c) =abAarcAb>aAb>cAcr>aAcb,

saying that each of these 3 agents sees the other two. Clearly, this can only be
satisfied in the Euclidean plane if the sum of their cameras’ angles of vision
is at least m because each of them must see the entire triangle with vertices
where the cameras are positioned. Thus, assuming all angles of vision equal
to «, a necessary and sufficient condition for See(a,b,c) to be a-realizable is
a > /3. Figure 4 depicts a geometrical model that shows that See(a, b, c) is

T _realizable.

3
To generalise, consider the formula
n n
See(ay,...,an) = /\ /\ ap>a;
k=1i=1,i#k
saying that every agent in the set {aj,...,a,} can see all others. For that

formula to be satisfied in the Euclidean plane, all agents in that set must



be arranged in the vertices of a convex polygon and see the entire polygon,
hence the sum of their cameras’ angles of vision must be at least (n — 2)7. In
particular, See(ay, ..., a,) is a-realizable if and only if & > (n — 2)7/n.

Consequently, for each n € N, the BBL-formula —See(aq,...,a,) is valid
in all geometric Kripke structures for BBL where all cameras have the same
angle of vision «, if @ < (n — 2)7/n, but fails in suitable geometric Kripke
structures where all cameras have the same angle of vision which is at least
(n—2)7/n.

Thus, there are infinitely many different axiomatic systems for BBL-logics,
depending on the admissible range of angles of vision of the cameras. More-
over, modifications of the formula See(ay,...,a,) involving both positive and
negative atoms would require more involved conditions for a-realizability and
the general problem of computing the realizability conditions for any given
such formula is currently open. Some recent progress is reported in [11]. We
only conjecture here that every interval [am,br], for rational a,b such that
0 <a <b<1, determines a unique set of BBL-formulae that are valid in all
geometric Kripke structures for BBL with angles of vision of all cameras in the
interval [ar, br].

Even the case of @ = 7 involves many non-trivial validities, expressing
special instances of the Pigeonhole principle. Indeed, note that n lines in the
plane, delineating the half-planes of vision of n cameras, partition the plane
inat most R(n) =1+1+2+...4+n =n(n+1)/2+ 1 regions (when in
general position, i.e., no parallels and no three concurrent lines). So, there
can be at most R(n) many different subsets of these n agents seeing a given
point/agent. Therefore, the following formula scheme is valid, saying that for
any set of R(n) 4+ 1 agents, two of them must be seen by the same subset of
given n cameras.

R(?’L)+l R(n)+1 n

N = \/ \/ /\ apl>c; < akl>Cj
i=1

=1 j=1,j#i k=1

We claim that the infinite set of axioms {7y | k¥ € N} cannot be replaced
by any finite subset and that, consequently, the logic BBL for infinitely many
cameras with angles of vision 7 is not finitely axiomatizable. We leave the proof
of this claim and the further study of axiomatic systems and completeness
results for BBL logics to future work.

4.5 Public announcements

In our framework, agents get knowledge from what they perceive. But they
may also need additionnal information to achieve their surveillance mission.
For example, if they are surveying several targets, they may need to inform
each other of where they are actually seeing. For example, with positions as in
example 1, suppose that c, d and e are targets to be watched by a and b. When
b is looking towards any of the targets, it cannot be aware at the same time



that a is currently seeing both ¢ and e (and b by the way). But it may if it is
told so more or less directly, for instance: after b is informed that af b A are
then Kp(a>c A a>d A ar>e) will be true.

Let us provide the precise details of a basic framework for such commu-
nication called public announcements [13] where true new facts are publicly
announced, and thus learnt by each of the agents. The underlying modeling
assumption for public announcements is that there is common knowledge that
the communication channel is reliable and that communication is instanta-
neous.

We add public announcement operators, that is, we add constructions of
the form [¢!]¢) reading ‘if the formula ¢ is true, then after the announcement
of ¢, the formula ¢ holds’. In this framework an announcement action [¢!] acts
as a model modifyer which deletes the worlds in the model that do not satisfy
¢. The semantics is based on submodels M of a vision-based model and is
defined as in [13]. We extend the truth condition relation M, (I})acagt = ¢
with the following additional clause:

— M, (Iy)aeng [ [0 iff M, (I3)aepg = ¢ implies M9, (I3)acage E 9 where
M? is the restriction of M to ¢-worlds (i.e. worlds where ¢ is true).

Example 4 Let us consider the geometric model of the example 1. After an-
nouncing al>e A al>c, it is common knowledge that ar>d.

5 PDL-like form of BBL

Here we will adopt a different, PDL-like perspective on the logic BBL. For
background on the propositional dynamic logic PDL refer e.g., to [12]. We can
consider every sequence of (non-deterministic) turns of cameras as a program,
where turning the camera of an agent a at an unspecified angle is an atomic

program, denoted by? Besides, we can consider tests as atomic programs
and build complex programs by applying compositions, unions and iterations
to these, like in PDL. The technical advantage is that, as we will show, all
knowledge operators can be represented in terms of suitable programs, and
eventually the whole language of BBL and all of its extensions considered here
can be translated to versions of PDL.

Besides programs from PDL, we also add public announcement operator in
the language in order to capture public announcement in BBL. More precisely,
let us first introduce a two-sorted language, denoted BBLppy,«, with sorts for
formulae ¢ and for programs -, as follows, where a,b € Agt.

$u=adb |- | Ve Kt || 8 7vu="2 107 | mv|7Uv] "

The language without the iteration * is called BBLppy . The intuitive mean-
ing of the program operations is as in PDL, e.g., ¢7 is the program that tests
whether ¢ is true or not, v1;7v2 is the sequential composition of v, and ~s,
while v; U v represents the non-deterministic choice between v; and 5. The



formula [v]¢ is read as “after all executions of v, the property ¢ holds”. We
also define the dual operator () by (v)¢ := —[y]—¢, meaning “there exists an
execution of 7 such that ¢ holds afterwards”.

Example 5 For instance, the program “if a does not see b then a turns” is

represented by v = (-a>b)?; a.

Let & = (S, )acagt be an abstract spectrum of vision. The formal semantics
is given in restrictions of the vision-based model over S. First let us extend T
in order to interpret programs:

— Tp is defined as in definition 5;
- 7:/1?‘{2 = 7‘71 07;2;

- 7:/1U"/2 = 7;1 U7:/2;

- 7;* = UnEN 7:{71

Now, we generalize the relation V(S), (I5)acagt = ¢ to restrictions of vision-
based abstraction models as follows. If V(S) = (T', T, &) is the vision-based
abstraction model over S, we write V(S), I, (I4)acagt = ¢ to say that formula
¢ holds in world (I7})acagt When we restrict to the worlds in I such that
(I3)acage €TV and IV C T

Definition 8 Formally:
- V(). T (Fa)aeAgt = [V]o iff for all (I7)acage € To((I3)acagt): if (17)acag: €

IV then V( ) ( )aEAgt ': (rb?

- V( ) ( )ae/-\gt ': Kag iff for all ( )aGAgt €&, (( a)aEAgt) lf( )aeAgt €
IV then V( ) (F/>aeAgt l_ (b?

- V(S), IV, (I4)a

EAgt ': [ ]"/) iff V(S),I‘/a (Fa)aeAgt ): 0]
), T NI aenge | V(S), I, (I)acnge = 0}, (13)acag = ¢

1mphes V(S

5.1 Expressing the knowledge operators

Now, we will show how to simulate knowledge operators in terms of programs
in BBLPDL-

5.1.1 Expressing the individual knowledge operators

The (individual) knowledge operator K, can be simulated with the following
program, where {by,...,b,} = Agt\ {a}:

- (a>b1? U (apt bl?;f)})); o (ann? U (a0 by ?; EZ))

Proposition 4 In every geometric Kripke structure M, for every agent a the
interpretations of X and ~, in M are equal.



Proof Consider a geometric Kripke structure M = (pos, ang, D, R, ~). Recall
that for any (dir,dir’) € D%

dirR.dir" iff dir(b) = dir’(b) for all b # a, and

dir ~, dir’" iff dir(a) = dir'(a) and dir(b) = dir'(b) for all b such that a>b
holds, i.e., pos(b) € Cpos(a),dir(a),ang(a)-

Now, let dir ~, dir". Then we can obtain dir’ from dir as follows: consecu-
tively, for every agent b € {by,...,b,} = Agt\ {a}, do the following: if ar>b
do nothing, else turn around the camera of b so that dir(b) becomes equal to

dir’(b). This action is clearly included in the interpretation of a>b?U(alt b?; ?)7
hence we obtain that (dir,dir') € R,x. Thus, ~, is included in R,x.
Conversely, note that for each b € Agt\ {a}, the application of the program

a>b? U (a b?; Q) to any dir € D can change the direction of view of b if and
only if a does not see b. Moreover, the direction of view of a remains unaffected.
Thus, the program vX may only change (arbitrarily) the directions of view of
all agents, other than a, that are not seen by a. Therefore, when applied to dir
it always produces a result dir’ such that dir ~, dir’, whence the inclusion of
R’YaK in ~j,.

Group knowledge operator Ka is then simulated by the program: 'yff =
UaEA ’73K'

5.1.2 Expressing distributed knowledge

The distributed knowledge operator Da is simulated with the following pro-
gram, where {by,...,b,} = Agt\ A:

’YEZ (VaeAanl?U(/\aeAaDébl‘?);Q);...;
(\/aeA a>b,?J (/\aeAapébn?); )

The construction (vaEA a>b; 7Y (/\aeA a Iyébz‘?) E), as in the translation

of individual knowledge operator, is a program that turns agent b; if and only
if no agent in A sees it. This reflects precisely the semantics of Da.

5.1.3 Expressing common knowledge

In order to simulate the common knowledge operator Cpa, we need BBLppy,«.

Common knowledge among a group A = {aj,...,ax} can be simulated by:
*

s = (75 o ;'y;i) . As the program y[* represents the epistemic relation

for agent a;, the program ~§ corresponds to taking an arbitrary finite path
along the epistemic relations for all agents in A. Note that this simulation is
correct because the programs 75 are reflexive and commute with each other.



5.2 Translation into BBLppr and BBLppp«

Let 7 be the translation from BBL into BBLppy, and BBLpp« defined by:

7(a>b) = axb,

T(¢1V ¢2) = 7(¢1) V T(92),

(=) = -7(9),

T([o) = [r(9)I7(¥)

T(Xa0) = [vX]7(9), for X is K, D or C.

The next claim follows immediately from the constructions of the knowl-
edge simulating programs.

Proposition 5 Given an abstract spectrum of vision S = (Sa)acagt, let V(S) =
(T, T,E) be the vision-based model over S (def. 5). Let T' C T' and (I)acagt €
I. Then:

V(8)7F/a (Fa)aEAgt ): ® iﬁV(S%F’, (FQ)QEAgt ': 7—(¢)

6 Decision procedures

In this section, we address the model checking problem and the satisfiability
problem for BBL and its extensions. All the decision problems involve formu-
las that may contain the public announcement operator. For any of these
languages £, the model checking problem MC(L), is defined as follows:

Input: a geometric model G = (pos, dir,ang) and a formula ¢ of L.

Output: ‘yes’ iff V(S),T, I'c = ¢ where V(S) is the vision-based model of
G, T is the set of all worlds in V(S) and I is the initial world in V(S) that
corresponds to G.

The satisfiability problem SAT(L) is defined as follows.

Input: a formula ¢ in £;

Output: ‘yes’ iff there exists a geometric model G = (pos, dir,ang) such
that V(S),T, I'c = ¢ where V(S) is the vision-based model of G, T is the set
of all worlds in V(S) and I is the initial world in V(S) that corresponds to
G.

The satisfiability problem ANGLE-FIXED-SAT(L) is defined as follows.
Input: a formula ¢ in £ and a function ang, : Agt — [0, 27);

Output: ‘yes’ iff there exists a geometric model G = (pos, dir,ang) such
that ang = ang, and V(S),T', I'c |= ¢ where V(S) is the vision-based model of
G, T is the set of all worlds in V(S) and I is the initial world in V(S) that
corresponds to G.



function ComputeVisionSets(G, a)

T := circular array obtained by sorting the agents b # a by increasing angle between an
arbitrary unit vector (1,0) and (pos(a), pos(b));

if T is empty then return {0};

Sa:=10

7"begin =0
lend = 05
while (T[icng + 1].angle — Tlipegin]-angle)[2n] < ang(a) do
| tend ‘= tend +1;
endWhile
Sa~add(agent5(ibeginviend)); (*)
for i :=1to 2% T.size — 1 do
if (T[ieng + 1].angle — Tipegin]-angle)[27] > ang(a)) then
| begin = tbegin + 1;
else
| tend = tend + 15
endIf
Sa~add(agents(ibegin’Z’end));
endFor

return S;;
endFunction

Fig. 5 An algorithm for computing Sg

6.1 Upper-bound for MC(BBLppy+)

The procedure for the model checking problems above consists in two stages:
first compute sets S, in the vision-based model (Def. 4) from the geometric
model (Def. 1) and then do model checking on worlds of the vision-based
model.

6.1.1 Computing the vision sets

Let us consider a geometrical model G and an agent a. For computing the set
Sa, we consider a polar coordinate system centered in pos(a) and we consider
all agents b # a as a list sorted by angles. We perform a scan of all agents
b # a and we compute the possible sets of agents whose positions are in a
sector centered in pos(a) and of angle ang(a). The set of those sets is exactly
Sa. The idea is to identify the positions of the sector of vision of agent a
where one of the boundary rays passes through some of the other agents, and
determine the sets of agents seen by a in those positions. Let us give details
of the algorithm that computes the set S, from a geometrical model G and an
agent a.

Figure 5 presents the function ComputeVisionSets(G,a) that takes as an
input a geometrical model G and an agent a, and returns the set Sj,.

The objective of the first line in the algorithm is to compute a polar rep-
resentation, centered at pos(a), of the position of agents The computed array
T is a circular array with indexes computed modulo the size of the array, that
is, if we note T'.size the size of T, T[0] is the first cell, T'[1] is the second cell,



etc. T[T.size — 1] is the last cell, T[T .size] = T[0], T[T .size + 1] = T[1], etc.
For all 4, T'[i].angle is an angle in [0, 27), T'[i].agents is the set of agents that
are in direction determined by T[i].angle from agent a. Usually T'[i].agents is
a singleton except when several agents are aligned with a. Furthermore, T' is
sorted by angles.

The integers ipegin and ie,q represent respectively the first and the last
index in 7" and they represent an interval of agents that may be seen by a. The
corresponding set of agents is agents(ipegin, tend) = Uie[ibeginﬂ:end] Ti].agents.
The notation (x — y)[27] denotes the angle in [0, 27) congruent with  — y.

Example 6 For instance, if we consider the following geometrical model,

d
o c .
- b @
a’
@ —(1,0)
e
@

then the first line of the algorithm computes the following circular array 71" of
size 3:

TO] | T[] | T[2]
Tlil.angle | ©/3 | 2x/3 | 117/3
T[i].agents | {b,c} | {d} | {e}

Note that index 7 is not for an agent but for an angle. For instance, ¢ = 0
corresponds to both agents b and c.

To compute such a polar representation could be implemented as an algorithm
in three steps:



if there are no other agents than a then exit

1. Report all the agents different from a

T := an array of size the number of agents

i:=0

for b € Agt with b # a do
Ti].angle :=angle between (1,0) and (pos(a), pos(b)
Ti].agent := b
=141

endFor

2. Sort T' by angles
Sort the array T by increasing value of T'[i].angle

3. Merge agents with the same angle
j:=0
for i :=1 to T'.size — 1 do
if T[i].angle = T[j].angle then
| T[j].agents := T'[j].agents U T'[i].agents;
else )
Ji=7+1
Tlj]:= Tl
endIf
endFor

T.size:=j

All steps are linear in the number of agents except step 2 which can be
implemented in O(klog k), where k = #Agt. So the first line of the algorithm
of Figure 5 is in time O(klogk).

The rest of the algorithm of Figure 5 is a scan of agent a, that is, we
simulate the rotation of agent a and we compute all the vision sets.

At (%), we have computed the leftmost possible interval of agents that
contains T'[0].agents. Then we modify the current set of agents by adding the
next agent of the list or by removing the last one if the next is too far.

FEzample 7 Let us consider again the array T of example 6. Suppose that
ang(a) = 7. Figure 6 depicts the step of the scan of agent a. Step 1 corresponds
to (x). Steps 2-6 corresponds to the loop for in figure 5. Transitions from step
1 to step 2 and from step 2 to step 3 correspond to the fact we can not
extend the interval by keeping ipcqin S0 that agent a sees all the agents in
agents(ipegin, lend) (We perform ipegin := ipegin + 1). Transitions from step 3
to step 4, from step 4 to step 5 and from step 5 to step 6 correspond to the
situation where we can still extend the interval by keeping ipeq:n so that agent
a still sees all the agents in agents(ivegin, tend) (We perform iepg := feng + 1).

The scan of agent a is linear in the number of agents. Therefore, the com-
plexity of the computation of S, is dominated by O(klogk) where k = #Agt.
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6.1.2 Model checking in the vision-based model

Now, we design a procedure mc for model checking depicted in Figure 7. The
specification of me(I', L, ¢) is to return true iff V(S),T'z, I’ = ¢ where T'f, is
the set of worlds that survive after the list of announcements in L, and I is
a world in I'y. If I' is not a world in I'y, and ¢ is not T, then the value of
the function is unspecified. The routine mc is inspired by standard ideas. It
decomposes recursively the formula ¢.

We use ¢ = T to check that a given world is in I'y,. Note that me(I, L, T)
returns true if, and only if, the valuation I' is still in T'y. If L = € me(I,e, T)
returns true, as I’ is always in I' = T'.. Otherwise, we decompose the list
of announcements L in L’ :: ¢ and we ask whether I" is in I';, and that
V(S), Ty, I E.

The treatment of announcements is highly inspired from the tableau method
for public announcement designed in [3]. It may be quite surprising that a
model checking procedure is inspired from a tableau method usually designed
for solving the satisfiability problem. This is due to the fact that our model
checking is symbolic in the sense that our Kripke structure is not fully rep-
resented in the memory. For instance, in [3] there is a rule saying that if
[@!]1 is true in a world w after the sequence L, represented by a tableau
term (L, w, [¢!]Y), then we should either add the term (L, w, —¢) or the term
(L :: ¢,w, ) where L :: ¢ is the list L with the formula ¢ appended. This is
very similar to the case [11!]1)2 in the algorithm mc.

The really interesting case concerns the model checking of a formula of
the form [y]y) where v is a program, given by a regular expression. We check
that 1 holds in all y-successors I of I" by means of the subroutine path?. In
order to check that a world I is still in I'y,, we call me(I, L, T). We also use a
subroutine path?. The specification of the subroutine path?, given in Figure 8
is: path?(I', I'', ) returns true iff there is a y-path from I" to I, i.e. a path in
the graph (W, R) whose labels match the regular expression v. For instance,

if I'(Ra 0 Ry 0 Ry)I, then there is a (?; (?; fk})*)—path from I' to I'" and

therefore path? (I, I", (?; (?; rb\v)*)) is true.

The algorithm is recursive and decomposes the program . For instance,
if v = v1;v2, we ask for the existence of a «;-path from I to an intermediate
world I (that is not required to be in I'z,, because this world is not the final
world of a full program describing an epistemic relation) and a ~ys-path from
I to I'.

In tests, i.e., programs of the from v = ¢?, we check ¢ with respect to
no announcements. Indeed, in practise, formulas ¢ are Boolean therefore an-
nouncements are not relevant for them. Furthermore, the current world I is
an intermediate world in the execution of a program and the final world is
reached by a full program describing an epistemic relation.

We want to prove that this model checking procedure works in polynomial
space and the interesting case to consider is v = ~7. In order to treat this
case, we introduce a new program construction: v = 7™ where m is an integer



written in binary. The procedure path? uses the following simple observation:
If there is a y5-path from I" to I then there is a y{*-path, where 0 < m < 2k?
(recall that k = #Agt, hence there are at most (2¥)F = 2% distinct worlds,
this provides an upper bound on the length of any elementary path). Thus,
for the case of v§, we look for the existence of a ™-path from I" to I" for
some m € {0,...,2F}.

Now, for the case y{™ when m > 1 we use the Divide and Conguer method

and browse all possible ‘intermediate’ worlds I'” in a v-path from I" to I,
that is, there is a WIL?J—path from I" to I and a 71[7]—path from I'” to I'".

Now, we prove that the number of nested recursive call of mc and path?
is bounded by a polynomial in the size of the input. We define the following
rank:

— |a>b| = 1;
- [T=1
— [ =1+[yf;

1 Atba| = 1+ [h1] + |9al;
= |l =1+ v+ [¥];

[V !Y2] =1+ |1 ] + |al;
m

la'| =1,

= el =1+ |l + el
M1 Urel =1+ v+ [rel;
|97 =1+ [¢];

— [ =1+ [y + #Agt® + 1;
v =1+ |y| + log, m.

Note that in path?, m is written in binary in the expression 7™ that is
why we measure the size of y™ by using logarithms.

We also define [L| =3,/ [¢].

With every call me(I, L, $) we associate the rank |L| + |¢|. With every
call path?(I', I"’,~) we associate the rank |y|. The rank associated with a call
is strictly decreasing during the recursive calls starting from mc(I, €, ¢). For
instance:

— the rank associated with me(I', L, [1!|¢9) is |L| + 1 + |¢1] + |w2| and the
ranks associated with the direct calls, namely mc(I', L, 1) and me(I, L ::
1,1p2) are respectively |L| 4 |[¢1] and |L| + [11| + [12] and are strictly
smaller than |L| + 1+ |i1| + [¢)2];

— the rank associated with mc(I', L, [y]¥) is |L|+1+]|v|+ |¢|. Direct calls are
me(I”, L, T), path?(I',I"”,~) and me(I"”, L,v). The corresponding ranks
are respectively |L|, |y| and |L| + |[¢|. They are all strictly smaller than
LI+ 1+ [y + [l

So the number of nested recursive calls from mc(I ¢, ¢) is bounded by
le| + |¢| = |¢|. Note that |¢| is polynomial in the size of the instance of the
model checking problem. The memory needed for local variables at each call is



function mc(I, L, ¢)
match ¢ do

case |:
if L = ¢ then

I return true
else (L=L":1)
| return mc(I, L', T) and me(I, L', ) NB: :: is append
endIf
case al>b: return (b € I3)
case —): return not mc(I', L, 1))
case 11 V ¢a: return me(l, L, 1) or me(I, L, 2)
case [Y|¢ :
for I € W such that mc(I,L,T) do
if path? (I, I"’,~) and not mc(I"”, L,v) then
| return false

endIf
endFor

return true
case [Y1!]Y2 :
if me(I', L,v1) then
| return me(, L :: ¢1,¢2) NB: :: is append
else
| return true

endIf
endMatch
endFunction

Fig. 7 Algorithm for model checking for BBLpp

also polynomial. So the resulting model checking procedure runs in polynomial
space.

Proposition 6 MC(BBLppy-) is in PSPACE.

Ezxample 8 Let us consider the geometrical model of Example 1. Suppose we
want to check that the property [(ar>e A a>>c)!]Kpar>d holds. First, we apply
the translation 7 given in subsection 5.2. We obtain formula ¢ := [(ar>e A ar>
o)!][y{]ar>d. Secondly, we compute the vision sets given in Example 2 with
the algorithm of Figure 5. Next, we call the model checking procedure given in
Figure 7. More precisely we call me(T, €, ¢) where I is defined by I, = {e,d, c},
I, =0,I. =0, Iy = {c} and I, = {b,d,a} and € is the empty list of
announcements. Formula ¢ is of the form [¢)1!]vo. We call me(I €, a>e A ar>c)
which returns true. Therefore, we call mc(I', [ai>e A at>c], [y{]ar>d). Now, the
current formula to check is of the form [y]1). We now consider all I" € W such
that mc(I”,[at>e A ar>c], T) returns true. They corresponds to all I where
a>e Aar>c holds. Let us consider such a I'". We test whether path?(I, I, vX).
It returns true whenever Iy = I}, I'. = I, I'y = I}, I. = I'\. We then call
me(I”, [a>eNa>c], a>d). But it turns out that, as I is such that a>eAa>c holds,
the only solution is to have I, = {e,d,c}. Therfore, me(I”,[a>e A a>c],ar>d)
returns true. Hence, mc(I, €, ) returns true.



function path?(I,I",~)
match v do

case @ : return (I = T, for all b # a)

case 71,72
for I'" € W do
if path?(L, I ,~1) and path?(I'", I, v2)

then return true
endFor

return false

case v1 Uy2: return path? (I, I, ~1)or path? (I, I, ~2)

case ¢7: return (I' = I'" and mc(I €, ¢));

case 7] :

if I' = I'" then return true;

for m =1 to 2(#Ae)° do

| if path?(I,I’,41™) then return true;

endFor

return false;

case 7™ with m = 1: return path? (I, I"”,v1);

case 7" withm > 1:

for I' € W do o .

if path?(I, F”,'ylLTJ) and path?(F”,F','ylr7-‘)

then return true

endFor

return false

endMatch

endFunction

Fig. 8 Algorithm for checking the existence of a v-path from I" to I’

6.2 Lower-bound results for model checking

Unsurprisingly, the lower-bound is reached even without the star operator in
the language:

Proposition 7 MC(BBLppy ) is PSPACE-hard.

Proof We will give a polynomial reduction of the satisfiability problem SAT-
QBEF for quantified Boolean formulas (QBF), which is PSPACE-complete [15],
to MC(BBLppy,). Consider a QBF Ip1Vps ... Qupnt(p1,. .., pn) where Qi is
Fif k is odd and V if k is even and where 9¥(p1,...,p,) is Boolean formula
over the atomic propositions p1,...,p,. Let Agt = {ag,a1,...,a,,}. We build
an instance (G, ¢), where G = (pos, dir, ang), for MC(BBLppy) as follows:

_ pos(ai) = (i,()); dir(ai) = (—170); ang(ai) — %;

— ¢ = (a1 )[az]...0;¢)' where O; is (a;) if i is odd and [a;] if 7 is even
and 1’ is the formula 1) in which we have replaced all occurrences of p; by
a;>agp.

Since each of the cameras positioned as above can independently be turned
so as to see agp, and it can also be turned so as not to see ag, the formula
Ip1Vps ... Qupntp(p1, ..., pn) is true in the quantified Boolean logic QBL iff
K, we = ¢ where K is the vision-based model of G.



Theorem 1 Let BBL™ be the fragment of BBL without turning operators but
with the knowledge operators. Then MC(BBL™) is PSPACE-hard.

Proof The proof is similar to the proof of Proposition 7 (and to the proof
for the MC problem in Lineland, in [1]). We provide a polynomial reduction
of the SAT-QBF problem to MC(BBL™) as follows. Consider a QBF formula
Ip1Vps ... Qupnt(p1, ..., pn) where Qr = Jif k is odd and @y = V if k is
even and where 1(p1, ..., p,) is Boolean formula over the atomic propositions
D1, - -, Pn. We build an instance G = (pos, dir, ang), ¢ for MC(BBL ™) as follows:
— pos(a;) = (24,0); pos(b;) = (2i + 1,0);
— dir(a;) = (—1,0); dir(b;) = (—1,0);
~ angla) = % ang(bi) = %;
— for ¢ we first define a sequence of formulas (¢g)g=1..n+1 by backward
induction on k:
— ¢py1 = Y'; where ¢’ is the formula ¢ in which we have replaced all
occurrences of p; by b;>a;
— ¢ = Kak (ak+1 >ap A ¢k+1) if kis odd;
— gbk = Kak (ak+1 Dak — d)kJrl) if k is even.
and we set ¢ = ¢ = al(a2>a1/\Kaz(ag>a1—> L))

The geometrical model G is depicted as follows:

M

The instance (G, ¢) for MC(BBL™) is computable in polynomial time from
the instance Ip1Vps ... Qupnt(p1, - .., pn) for QBF.

The idea encoded in that formula is that the knowledge operators K,, and
Rai serve respectively as universal and existential quantifiers over the truth
values of the boolean variable p;, while the guards a;>a; ensure that the
agents’ cameras are positioned so as to enable each of these truth values.

Claim: The formula 3p;Vps...Qunpat(p1,...,pn) is true in quantified
Boolean logic iff V(S),T', I |= ¢ where V(S) is the vision-based model of the
geometrical model G.

Here is a proof of the claim. The proof is done by induction on the con-
struction of Ip1Vps ... Qupnt(p1, ..., pn) (the base case is ¥(p1,...,pn))-



Note that formula ¢ is ¢;.
Consider the following property P(k):

‘Given a partial valuation v over pq,...,pr_1 and a world I such that

v piiff by sees a1, v = Q... Qui(pr,...,pn) it V(S),T, T = ¢y

We will prove P(k) for all k = 1,...,n + 1 by backward induction on k.
P(n+1)| Let v a valuation and I' stated as in the property. We have

v ':T/J(ph""pn) lﬁ V(S)vI"F ':¢(b11>31,.-.7bn\>31).
’P(k—i— 1) = P(k) ‘ Let k € {1,...,n}. Suppose that P(k + 1) and let us

prove that P (k). Without loss of generality, we treat the case when k is odd,
while the case when k is even is left to the reader. Let v be a partial valuation
over pi,...,pr—1 and I a corresponding world as stated in the property. Sup-
pose that v = i ... Qnib(p1,...,pn). This is equivalent to the fact that there
is a value v € {0, 1} such that v[p; :==v] |E Qr41 ... QnY(p1,--.,pn). Without
loss of generality, suppose that v = 1. Now, let us consider a world I/, similar
to I' except that by sees a; and apy; sees ap. Then I is a possible world
for agent ay in I". Furthermore, by P(k + 1), we have V(S),I', I = ¢p41. It
implies that V(S),T',I" | ¢i. Conversely, if V(S),I',I" = ¢, it means that
there exists a world I in which ap;1 sees a; and in which ¢, holds. Let
v the valuation corresponding to I'” in the following sense: p; is true in v/
iff b; sees a; in I'’. By the induction hypothesis, V(S),T', " | ¢y11 implies
that v/ = Qr41,...,Qntb. Since agyq sees ap in I, v and v/ give the same
truth values to each p; when i < k. So, v |= Jj...Q, = . This completes
the induction.
The claim follows from the truth of property P(1).

Corollary 3 The model checking problem for BBLp is PSPACE-complete.

6.3 PSPACE-completeness of SAT(BBLppr+)

Now we address the problem of existence of a placement of cameras satis-
fying a given formula ¢ of BBLppr-. We consider both the general case,
SAT(BBLppyr+), and the special case where the sizes of the angles of vision
are specified, ANGLE-FIXED-SAT(BBLppy+). We will construct a polyno-
mial translation of SAT(BBLppr-) into the existential fragment of the first
order theory of real numbers, whose satisfiability problem is in PSPACE [7],
thus proving the following.

Theorem 2 Both SAT(BBLppr+) and ANGLE-FIXED-SAT(BBLppr+) are
in PSPACE.

Proof Tt suffices to prove that SAT(BBLppr~) runs in polynomial space, as the
case of ANGLE-FIXED-SAT(BBLppy+) is easier. The core part of the proof
is in the guessing of an abstract spectrum of vision, i.e., a tuple of families
of vision sets (5, )acagt, that generates a geometrically realisable vision-based



model satisfying the input formula, if one exists. Once such a spectrum of
vision is guessed, we only have to apply the model checking procedure from
Section 6.1.2 to the generated vision-based model. Here is an outline of the
procedure:

1. The crucial observation is that there are finitely many candidate families
of vision sets per camera, and hence finitely many candidate spectra of
vision, each of size polynomial in the length of the input formula. So, we
start by guessing one of them, that is, we select an abstract spectrum of
vision S, which generates an (abstract) vision-based model V(S) which is
so far only a provisional possibly satisfying model.

2. Once such a spectrum of vision S is provisionally guessed, we need to check
for its geometric consistency, i.e., for existence of a geometric model G that
generates it. We will show that the existence of such a geometric model
can be expressed in FFO(R), hence can be verified in polynomial space.
To begin with, the positions and the vision angles of the cameras are spec-
ified by existential quantified variables ranging over the real coordinates
of the positions and the unit directions vectors of the initial and terminal
rays. Now, we need to write an open FO formula claiming that for each
camera its actual family of vision sets, generated in the so specified geo-
metric model G, is precisely the one in the initially guessed spectrum of
vision §. That can be done by computing the actual family of vision sets
for each camera in the specified geometric model G and checking whether
it coincides with the respective family in S.

Further, for computing that family in G for the given cameras, we only need
to explore the 2(k — 1) directions that correspond to its ‘border positions’,
when one of the two boundary rays of its sector of vision passes through
another camera. These directions are identified by simple analytic geometry
and for each of them computing the vision set is again done by a routine
analytic geometry. In addition, we will have to check whether the empty
set belongs to the family of vision sets for each camera.

Once computed, the resulting FFO(R)-formula, which is of size polynomial
in the size of the input BBLppp«-formula, is verified in polynomial space
using the mec algorithm.

Here are the mathematical details on the above outline. Suppose, the pro-
visionally guessed spectrum of vision S for the formula ¢ we want to satisfy
involves 4 cameras. Let the specified (by existentially quantified variables)
positions of the cameras be at points P; = (z;,y;), for i = 1,2,3, 4. In order
to compute the family of vision sets, say for camera 1 with specified vision
angle a <, we do the following. (The reader may look at Figure 9.)

(a) Compute the unit vectors vy; in direction of ]TP;—, for j = 2,3,4. We
can assume they are represented by their direction angles, i.e.:
V15 = (COS 61]‘, sin ﬁlj).
Note that the components of these vectors are functions only of the
coordinates of the cameras and can be assumed computed at a fixed
unit time cost.



Fig. 9 Illustration of the mathematical notation in the proof of Theorem 2.

(b)

()

Compute the unit vectors vfj = (cos(a + Bij),sin(a + p1;)), for j =
2,3, 4, obtained by rotating v;; at angle « in positive (counter-clockwise)
direction. Again, each of these is computed at a fixed unit time cost.
Now, we consider a ray p starting at P;, regarded as the left border of
the vision sector of the camera at P; and rotating over a full revolution
angle 27. Every position of that ray, specified by a unit direction vector
u = (cos~y,sin<y), determines uniquely the set of other cameras seen
from P;. The crucial observation now is that we only need to inspect
the positions of p which are in direction of one of the vectors vy; or
vf'j, for j = 2,3,4, as these are the only ‘border positions’, where the
current vision set changes because one of the border rays of the sector
of vision passes through another camera. In addition, we need to check
whether () is a vision set for camera 1, see further.

For a given value of the unit direction vector u = (cos~,sin~y) of the
current position of the ray p, the position of the other, right border ray
has a unit direction vector u~ = (cos(y — ), sin(y — «)). Now, we have
to compute the vision set of the camera at P; for the respective sector of
vision with these border rays. For each of the points P;, for j = 2, 3,4,
we determine whether it is in that sector, as follows. We consider the
vectors u~, u and vy;. Clearly, vy; lies in the current sector of vision if
and only if it coincides with one of the vectors «~ and u, or if each of
the directed angles between the vectors ™, vi; and between vy, u are
less than 7. By standard analytic geometry, the latter holds if an only
if both vectors u~ x vq; and v1; X u (where X is vector product) have
the same direction as u~ X w, if and only if the determinants

cos(y — @) sin(y — «)
cos 7y sin 7y

cos 15 sin By
cosy sinvy

cos(y — ) sin(y — «)
cos f1; sin 31

7 )




have the same signs, which can be expressed by a simple algebraic con-
dition over the parameters cos f1;,sin 31}, cos «, sin oy, cos 7, siny and
eventually expressed by the truth of an open FO(R)-formula

INSIDE(z1,y1,...,24,Ys)

(Recall that « is fixed and ~ has one of the 2 x 3 border values, each of
them explicitly determined by the coordinates of the camera positions).

(e) Computing the truth value of that formula for each j = 2,3, 4 produces
the current vision set of the camera at P, for the given border position
of the ray p.

(f) Computing these vision sets for each of the 6 border positions of p,
possibly plus the empty set @), produces the family of vision sets for
the camera at P; corresponding to the geometric model G. Checking
whether () must be added can be done, for instance, by identifying the
angles between every two consecutive (as the boundary ray p rotates)
border directions of p, corresponding to the vectors vy, and comparing
them with the angle of vision « of the camera. If at least one of these
is greater than «, then () is added to the family of vision sets for P,
else — not. We leave the routine details to the reader.

(g) Once the family of vision sets in G for the camera at P is computed, it
has to be compared with the family of vision sets for that camera in the
initially guessed spectrum of vision S. (In order to avoid a combinatorial
explosion in that comparison, we assume both families of vision sets
lexicographically ordered.)

(h) The same procedure is applied to each camera at P; to obtain an open
formula ¢; of FO(R) for each i € {1,--- ,4}.

The rest is a routine but tedious exercise in writing up the existential
closure of the conjunctions of the above ¢; formulas to obtain one large
but polynomially bounded in size formula of FFO(R). We leave this exercise
to the interested reader.

3. Once the consistency of the guessed spectrum of vision S is verified, we
construct the generated by it vision-based model V(S), select (guess) a
world I' in it and model check the input formula ¢ by calling me(T €, ¢),
which can be done in polynomial space, by Proposition 6.

We note that the procedure outlined above is subject to further practi-
cal optimizations. Still, it is a non-deterministic procedure taking a polyno-
mial amount of space in the input formula ¢. According to Savitch’s theorem,
NPSPACE = PSPACE [15], hence we obtain the PSPACE upper bound.

The matching PSPACE lower bound is already quite immediate.
Proposition 8 SAT(BBLppy,) is PSPACE-hard.

Proof The formula 3p1Vps ... Qnpnt(p1, ..., pn) is true in QBL iff ¢ is satis-
, N , AT Ny
fiable where ¢’ = (ay )[az]...O;¢" where O, is (a; ) if i is odd and [a;] if ¢



is even and 1’ is the formula v in which we have replaced all occurrences of
p; by a;>aq. In fact, this still holds when the satisfiability problem is assumed
in ANGLE-FIXED-SAT(BBLpppr+).

Corollary 4 SAT(BBLppy,) is PSPACE-complete.

7 Further extensions of the BBL

The present work considers simplified and idealized scenarios of stationary
cameras placed in the plane and without any obstacles to their vision. It is
amenable to several natural and important extensions which we only briefly
discuss here. The technical details and respective results will be presented in
a follow-up work.

7.1 Adding obstacles

In many real life scenarios the visibility by the cameras of the objects of
interest, including other agents, is impaired by stationary or moving obstacles.
Here we outline how our framework can be extended by adding stationary
obstacles. In geometric models, these are represented by their shapes placed
in the plane, as in the figure below.

To take obstacles into account in the model checking problem, we have to
modify the scan used to compute the sets S,. For instance, in the example
above, when computing S, we note that the segment [pos(a), pos(c)] intersects
the obstacle and thus ¢ will not appear in S,.

Suppose that each obstacle is a polygon, described by a list of its vertices.
A segment [pos(a), pos(b)] intersects the obstacle iff the segment intersects one
of the sides of the polygon. Thus, testing intersection is done in polynomial
time. Eventually, the model checking procedure can be adjusted to deal with
obstacles and the extended model checking problem would remain in PSPACE.

The satisfiability testing problem with obstacles ramifies into several ver-
sions, depending on whether each of the angles of vision of the cameras and
the shape and position of the obstacles is assumed fixed or can vary. For in-
stance, if each of these is fixed, the satisfiability testing problem for BBL is
now modified as follows: given a set of obstacles positioned in the plane and
a specification in BBL or any of its extensions, determine whether there is a



positioning of the cameras in the plane, without moving the obstacles, such
that the resulting configuration satisfies the specification.

Note also that when obstacles are added, we can no longer automatically
assume that the agents know each other’s positions. This would still be the case
if these positions were known initially, e.g. if the obstacles appeared after the
agents initially scanned the environment, but cannot be assumed in general. If
knowledge of the positions of the other agents, hidden behind obstacles, is not
assumed then the model checking and satisfiability testing methods developed
here would have to be accordingly modified.

7.2 Cameras in 3D

In reality, cameras are usually placed in the 3D space and their areas of vision
are 3-dimensional. That adds essential, though not crucial, technical overhead
in computing the areas of vision of the cameras, but the logical languages
and the epistemic parts of their semantics remain essentially unchanged. The
model checking and satisfiability testing algorithms, with or without obstacles,
can be suitably modified and will be in the same complexity classes as in 2D.

7.3 Moving cameras and robots

In reality the agents and their cameras are often mobile, not stationary. The
simplest way to capture that feature is to consider the same logical languages
over geometric models that only involve the agents and the vision angles of
their cameras, but not their positions. Thus, the model checking problem for
the case of mobile cameras, asking for suitable positioning of the cameras,
satisfying the input specification, reduces to satisfiability testing problem for
models with stationary cameras. A PDL-like approach for capturing mobile
cameras involves adding to the language an extra dynamic operator for trans-
lations in the plane along the current direction of the camera. Together with
the operator for rotations (turning) these can express every movement in the
plane. The respective geometric models involve again only the sets of agents
and the vision angles of their cameras, but not their positions. The possible
worlds (states) in geometric Kripke structures and in their vision-based ab-
stractions remain the same. They are based on all sets of other agents that
may be seen in a glance after any rotation and/or translation. In the recur-
sive model checking procedure for the enriched languages, every occurrence of
a translation operator in the formula applied to an agent a would generate
a finite number of different model checking problems, arising by sliding the
camera in the current direction of the agent a and only recording the changes
occurring in the vision sets of the agents. Thus, eventually, the model checking
problem for the case of mobile cameras can be reduced to repeated solving of
finite sets of model checking problem for models with stationary cameras.

So far, mobile agents have not been considered in such framework. But,
even without dynamic modalities, we have to drop the condition of having



common knowledge about the positions of agents (that is, in two possible
worlds, the same agent may have different positions), we know that the model
checking problem and the satisfiability problem are in EXPSPACE [1], but the
optimal complexities are still under investigation. The main difficulty to ob-
tain an algorithm in polynomial space is that the construction of vision-based
abstractions (see Def. 5) seems not suitable here. Indeed, when cameras may
move, it is no longer true that truths of formulas depend on what agents see
[1] and some projective geometrical results, such as the theorems of Desargues
and Pappus, can play essential role here.

8 Concluding remarks

We have introduced formal models for multi-agent systems, where agents con-
trol surveillance cameras, and logical languages to reason about the interaction
between their vision and knowledge. The abstract scenario considered in this
paper is applicable in principle to various real-life situations, ranging from sys-
tems of real-time surveillance cameras in building and public areas, through
multi-robot systems, to networks of stationary satellites positioned around the
globe. Still, we emphasize that the surveillance cameras idea used here is more
of a paradigmatic example than a primary topic of our study. It is about visual-
epistemic reasoning in a geometrically concrete world. Thus, our framework
and results can have applications to automated reasoning, formal specifica-
tion and verification of observational abilities and knowledge of multi-agent
systems in each of these situations.
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