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Abstract. This paper proposes a simple implementation of genetic algorithm 

with dynamic seed to solve deterministic job shop scheduling problems. The pro-

posed methodology relies on a simple indirect binary representation of the chro-

mosome and simple genetic operators (one-point crossover and bit-flip muta-

tion), and it works by changing a seed that generates a solution from time to time, 

initially defined by the original sequencing of the problem addressed, and then 

adopting the best individual from the past runs of the GA as the seed for the next 

runs. The methodology was compared to three different approaches found in re-

cent researches, and its results demonstrate that despite not finding the best re-

sults, the methodology, while being easy to be implemented, has its value and 

can be a starting point to more researches, combining it with other heuristics 

methods that rely in GA and other evolutionary algorithms as well. 
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1 Introduction 

Scheduling is the process of assigning one or more resources to perform certain activi-

ties whose processing will require a certain amount of time [1]. These resources in an 

industrial environment may be associated with machines, and the activities that will be 

processed in a machine are known as operations or tasks. Thus, a job is a set of one or 

more tasks. 

The scheduling problems in scenarios of job shop (JSSP) is a NP-hard problem 

which has been studied by using exact methods, such as the Branch and Bound [2] and 

the Shifting Bottleneck [3]. It consists of scheduling a set of tasks in different machines; 

known as jobs, where the precedence of each task must be obeyed. Each job can be 

processed in one machine at a time, and the task started in a certain machine must be 

completed before this resource starts a new process, i.e., no pre-emption is allowed. 

The time need for each task to be proceeded is known in advance for deterministic 

problems, and finally, all the jobs are available in the time zero [1]. Usually, researchers 

consider the minimization of the makespan as the goal, where makespan refers to the 

total time needed to process all operations of all the jobs in the machines. 

In recent years, the metaheuristic methods have been widely used in solving this type 

of problem. Among these methods, those with greater emphasis for solving JSSP are 



Tabu Search [4], Simulated Annealing [5], Genetic Algorithms [6, 7], and Ant Colony 

Optimization [8]. 

This paper presents a different methodology to solve JSSP using genetic algorithms. 

A genetic algorithm (GA) is as a class of metaheuristic techniques that  is aimed at 

finding solutions based on the mechanisms of natural selection and genetics. From an 

initial population, each individual is evaluated by a fitness function which depends on 

the purpose. Crossover and mutation operators are used for new generation of individ-

uals in order to ensure a better access to the search space. 

The paper is organized as follows. The detailed presentation of the JSSP is provided 

in Section 2. Section 3 provides the experimental results to solve a set of deterministic 

JSSP in comparison with different works that have been currently referenced. Section 

4 presents the conclusions and suggests some aspects that could be subject to further 

researches. 

2 Proposed methodology 

The proposed methodology suggests a simple indirect representation based on a binary 

matrix and, therefore, the use of simple genetic operators, such as the one-point cross-

over and bit-flip mutation. Despite its simplicity, it proved powerful enough by its as-

sociation with the dynamic seed, which is based on the inheritance of the previous seed 

that generated the best solution within a certain number of generations and its best in-

dividual, as further explained in the next sections. 

In order to evaluate the simulation code developed, 10 different sequences for the 

FT06 problem, generated from LISA [9], were presented to the simulation code. LISA 

is an open-source software developed by a group of researchers at Otto-von-Guericke 

University (under the supervision of Prof. Dr. Frank Werner) for creating, editing and 

troubleshooting deterministic scheduling problems, which has a useful graphical inter-

face. 

2.1 Representation mechanism 

The representation adopted in this work is based on a binary matrix of dimension m × 

(n-1), where m is the number of the machines and n is the number of jobs. Since this 

representation does not allow a direct interpretation of a solution for the problem, Fig-

ure 1 and Figure 2 are used in order to clarify the process of decoding, considering a 

specific instance of JSSP known as FT06, available at the OR-Library [10]. 

First, the matrix of routes (Figure 1a), which is given by the problem, is converted 

into a sequence of jobs per machine, according to the natural order of arrival of jobs, 

which is the seed for the solutions (Figure 1b). To that end, the initial matrix is read by 

columns, from left to right, for each machine, in ascending order of jobs. This process 

is executed just once within GA, at the first run of the optimization process. 

 



 

Fig. 1. Generation of the seed (b) based on the routes (a) 

Thus, reading the first column in the matrix of routes, job 1 comes first in the ma-

chine 3, followed by jobs 3, 5, and jobs 2, 4 and 6 from the columns 2, 3 and 6 in the 

matrix of routes, respectively; thereby generating the third row of the seed (Figure 1b). 

Then, the process is repeated for all other machines.  

The GA generates a binary matrix (Figure 2b), which is the chromosome. After the 

first generation, the genetic operators act over this matrix. A reading of this matrix by 

rows is performed, from top to bottom, and where the value 1 is identified, a permuta-

tion in the seed is accomplished. The permutation occurs between the element in the 

same position where the value 1 in the chromosome was found, and its successor. 

Therefore, as the value of first element of the chromosome (in Figure 2b) is 1, a 

permutation between the values 1 and 4 in the seed occurs (Figure 2a), generating the 

first element of the new array of sequences (Figure 2c), which is the job 4, and the 

second element, that is the job 1. Until this moment, the job 1 is temporarily in the 

position 2, since his stay in that position depends upon the value of the second element 

in the chromosome. 

As the value of the second position in the chromosome is 0, there will be not swap-

ping between the second and third element of the original sequence. Thus, the first two 

elements of the new matrix are really the jobs 4 and 1, respectively. This process is 

repeated with all the elements of the first row of the seed, and then all the elements of 

the second row of the seed, and so forth. The reason to have just five elements in the 

rows of the chromosome is because the swapping occurs between the element in the 

current position and its successor, which means a value of 1 in the fifth position already 

generates permutation between the fifth and sixth elements of the original seed, and 

therefore is not necessary to have a sixth column (considering the problem FT06). 

 

 

 



 

Fig. 2. Representation schema of FT06 instance 

Finally, the new matrix generated through the permutation is turned into a matrix of 

priority of the jobs per machine (Figure 2d), which is the way that the simulation code 

interprets the sequences. Analyzing the first three jobs in the first row of the permuted 

matrix is clear to see that job 4 should be scheduled first in the machine 1, followed by 

jobs 1 and 6, respectively. Therefore, in the matrix of the priorities (which is the repre-

sentation of the solution itself), these are the jobs that receive priority values 1, 2, and 

3, respectively. This process is conducted on all elements of the new matrix, called a 

solution (Figure 2d). 

2.2 Dynamic Seed Genetic Algorithm 

The proposed approach, called Dynamic Seed Genetic Algorithm (DSGA), applies the 

classical GA as an inner level in which the candidate solutions are generated through 

permutations of the seed based on chromosomes, according to Figure 2. Additionally, 

an external level is created in order to update the seed dynamically. After some gener-

ations of the classic GA in the inner level, a defined number of best solutions are chosen 

and a local search is performed in each of them, related to the original route of the 

problem addressed, thus generating new seeds. Specifically, the local search permutes 

the predecessor and successor of a chosen job that its delay will directly cause a delay 

that affects the whole system (i.e. a job that belongs to the so called critical path). Then, 

the best current solution and the corresponding permuted seed are used to update the 

seed from the previous step and a new set of generations in the inner level takes place.  



3 Experiments 

To prove the effectiveness of the proposed approach, a set of JSSP instances was taken 

from OR-Library, which is used by several researchers to compare their results against 

different methods and techniques. The instances set range from LA01 to LA10, due to 

Lawrence [11]. This set of problems deals with the classical deterministic job shop 

problem, which does not take into account the dynamic and stochastic behavior that can 

reflect more appropriately real-world industry situations. However, GA presents pecu-

liar aspects in relation to other optimization methods and it is simple, flexible, robust 

and particularly useful in solving problems where other optimization techniques facing 

difficulties. Especially in relation to the fitness function, that may be a mathematical 

function, an experiment, a simulation model or a metamodel.  

So, the proposed approach can be easily integrated with a simulation model in order 

to deal with a dynamic job shop scheduling problem that can take into account factors 

like, for example, random release and processing times, setup times, random machine 

breakdowns, and create more robust scheduling with regard to the stochastic and dy-

namically changes in the real manufacturing environment [12]. 

For each instance the proposed approach was run 10 times, in order to allow statis-

tical references. The implementation was made through GAlib, which is a library of 

GA written in C++ by Matthew Wall, from the Massachusetts Institute of Technology 

[13]. Parameters adopted in GA are summarized in Table 1. 

Table 1. Parameters of the GA adopted in the experiments 

Parameter Adopted Value Reason 

Chromosome Representa-

tion 

Binary, matrix of dimen-

sion m × (n-1) 
Proposed methodology 

Selection Steady State [14] 

Replacement Rate 90% Experiments 

Population Size 10 Experiments 

Crossover One-point Proposed methodology 

Crossover Rate 10% Experiments 

Mutation Bit-flip Proposed methodology 

Mutation Rate 1% Experiments 

Total Number of Genera-

tions 

20,000 (50 internal plus 

400 external) 
Experiments 

Stop Criteria Number of Generations [15] 

Fitness Function Simulation code  Proposed methodology 

3.1 Performance related to the quality of the solution 

Unlike to run the total number of iterations once with elitism, which is largely used in 

the classic GA, in addition to inherit the best individual, the proposed approach also 

copies to the next generations the generator seed that was associated with that better 

individual. So, the seed is updated and used to create new candidate solutions in the 

following inner level, which contributes to the convergence process.  



This approach allows the GA to route new and possibly better paths, as the initial 

population after each external loop is based on the best seed from previous generations 

in the inner level (i.e., a classic GA).  By route better paths we mean to create a larger 

number of feasible solutions during the evolution process of the genetic algorithm in 

relation to the classical elitism approach, as it can be seen in Table 2. 

The results of the proposed approach were also compared to three different    meth-

odologies found in the current researches. The Memetic Algorithm approach (MA) is 

due to [16], while the Differential Algorithm with Sub-Group (DE) is due to [17] and 

the Hybrid Genetic Algorithm (HGA) is due to [7]. 

Table 2. Feasible solutions of LA01 problem: classic GA vs. DSGA 

Classic GA (with elitism) DSGA 

Run 
Feasible  

Solutions 

Non-feasible 

Solutions 
Run 

Feasible  

Solutions 

Non-feasible 

Solutions 

1 103377 21623 1 115866 9134 

2 102310 22690 2 116068 8932 

3 101788 23212 3 114116 10884 

4 101450 23550 4 115649 9351 

5 102594 22406 5 114525 10475 

6 103293 21707 6 118684 6316 

7 104061 20939 7 118174 6826 

8 102746 22254 8 115275 9725 

9 101706 23294 9 116231 8769 

10 103665 21335 10 116218 8782 

Average 82.16% 17.84% Average 92.86% 7.14% 

In order to ease compare the approaches, Table 3 summarize the makespan values 

obtained from the proposed methodology and those reported from other recent         

methodologies used to compare with. It is important highlight that the approaches DE, 

MA and HGA are not based only on the AG and can therefore be even more difficult 

to program and use.  

Table 3. Makespan values obtained from the different methodologies (BKS = Best Known So-

lution, Avg. = Average) 

  Methodology 

       MA  DE HGA DSGA 

Instance 
Size  

(n x m) 
BKS Best Avg. Best Avg. Best Avg. Best Avg. 

LA01 10 x 5 666 666 NA 666 666.0 666 NA 666 672.6 

LA02 10 x 5 655 655 NA 655 663.6 655 NA 660 680.8 

LA03 10 x 5 597 597 NA 597 610.4 597 NA 616 619.2 

LA04 10 x 5 590 590 NA 590 597.3 590 NA 607 619.8 

LA05 10 x 5 593 593 NA 593 593.0 593 NA 593 593.0 

LA06 15 x 5 926 926 NA 926 926.0 926 NA 926 926.0 

LA07 15 x 5 890 890 NA 890 890.0 890 NA 890 890.0 

LA08 15 x 5 863 863 NA 863 863.0 863 NA 863 863.0 

LA09 15 x 5 951 951 NA 951 951.0 951 NA 951 951.0 

LA10 15 x 5 958 958 NA 958 958.0 958 NA 958 958.0 



4 Conclusions and Suggestions 

 This paper presented a different methodology to solve Job Shop scheduling problems 

using Genetic Algorithms, which the authors called DSGA. The methodology works 

by using a simple indirect binary representation as the chromosome and simple genetic 

operators (one-point crossover and bit-flip mutation), and change the seed that gener-

ates a solution from time to time, initially defined by the original sequencing of the 

problem addressed, and then adopting the best individual from the past runs of the GA 

as the seed for the next runs. 

The proposed methodology is easy to implement and, despite not finding the optimal 

solution for all instances, the simple proposed approach fails in problems in which the 

convergence to the optimal makespan is harder in all the different approaches, even for 

more sophisticated techniques which is especially true for square problems that are ad-

mittedly more difficult problems. Moreover, the proposed approach allows the GA to 

go through new and possibly better paths, which means to create a larger number of 

feasible solutions during the evolution process of the genetic algorithm in relation to 

the classical elitism approach. 

As a continuity of this work, it is suggested to implement the proposed methodology 

in stochastic problems, with randomly processing times, obeying a probability distri-

bution.  
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