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Abstract. Anomalous behavior detection in crowded and unanticipated scenari-
os is an important problem in real-life applications. Detection of anomalous be-
haviors such as people standing statically and loitering around a place are the 
focus of this paper. In order to detect anomalous events and objects, ViBe was 
used for background modeling and object detection at first. Then, a Kalman fil-
ter and Hungarian cost algorithm were implemented for tracking and generating 
trajectories of people. Next, spatio-temporal features were extracted and repre-
sented. Finally, hyperspherical clustering was used for anomaly detection in an 
unsupervised manner. We investigate three different approaches to extracting 
and representing spatio-temporal features, and we demonstrate the effectiveness 
of our proposed feature representation on a standard benchmark dataset and a 
real-life video surveillance environment. 

KEYWORDS: anomaly detection, spatio-temporal features, hyperspherical clus-
tering 

1 Introduction 

Analysis of human behaviour in crowded environment is an important and challeng-
ing task for video surveillance. Significant efforts have been made to solve this task, 
such as using large numbers of surveillance cameras to monitor human behaviour. 
However, the ubiquity of cameras still causes issues, such as system overload, manual 
monitoring and low accuracy. Therefore, an automated system for behaviour detec-
tion is required to help improve efficiency and reduce detection errors. We aim to 
detect anomalous events in a target area monitored by cameras over a period of time. 
Anomalous events include standing statically, loitering around a place, running 
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among a crowd of walking people, and the number of people increasing dramatically 
at the entrance or exit in some stadium, cinema or other venue. These abnormal 
events can occur suddenly, hence, an automated and online analysis system is needed 
for detecting anomalous behaviours. 

In this paper, we construct a framework for anomalous behaviour detection, such 
as remaining static or loitering in the flow of a crowd. This method is almost real-
time. In particular, we use a hyperspherical clustering method on the encoded trajec-
tories of pedestrians using novel spatio-temporal feature representations. In other 
words, after obtaining the tracks of objects and representing the spatial and temporal 
relationship of these objects, those objects that show behaviour like remaining static 
or loitering will be detected and declared as anomalous. The main contributions of 
this work are: (1) our approach to performing object detection and tracking for gener-
ating trajectories of objects; (2) we propose the three kinds of spatio-temporal encod-
ings for feature representation, including two novel encoding schemes for anomalous 
behaviour detection; (3) we use a hyperspherical cluster based distributed anomaly 
detection method [1] to effectively identify anomalous trajectories in the data; (4) we 
perform an evaluation on benchmark and real data sets including videos collected 
from a stadium in Australia; (5) our method is completely unsupervised, hence no 
labelled data nor supervised training is required. 

The datasets used in this work are Melbourne Cricket Ground (MCG) and Perfor-
mance Evaluation of Tracking and Surveillance (PETS) 2009 videos. The MCG da-
taset was collected at the Melbourne Cricket Ground with six cameras named C1 to 
C6. Five of them were installed in a corridor and C1 was placed over a seating area. 
The total data are 31.05 hours video files. PETS2009 is a popular dataset with multi-
sensor sequences used for crowd activity recognition [2]. We assume that the video 
data from cameras are directly available and the cameras are calibrated.  

2 Related Work 

In order to address the abnormal event detection problem, many algorithms have been 
proposed in the literature. The methods for anomalous behavior detection can be cate-
gorized into two types. One is trajectory analysis and the other is motion representa-
tion. Trajectory analysis [3] comprises tracking and distinguishing objects or crowds 
in the scenes. Motion representation methods analyse patterns such as texture and 
dynamic models. Optical flow methods are quite popular, for example, Kim and 
Grauman [4] built a model of optical flow patterns with a mixture of probabilistic 
Principle Component Analysis (PCA) models, then used a Markov Random Field 
(MRF) for global consistency guarantees. Mehran [5] learned from crowd behavior 
studies in [6], and used social force and some other concepts to depict crowd behav-
ior. Then, the concepts and optical flow methods are combined with a latent Dirichlet 
allocation (LDA) model, and used for anomaly detection. Andrade [7] extracted an 
optical flow field and used component analysis for reducing dimensionality, and then 
trained a Hidden Markov Model (HMM) for classifying normal and abnormal behav-
iors. 



 

 

Several methods are proposed for anomalous data detection [8]. In particular, su-
pervised and semi-supervised schemes [9] are popular in this category. In terms of 
unsupervised methods, it is hard to obtain a large amount of pre-labelled data from 
complicated scenes and predict some unanticipated anomalous data. Recently, in [10], 
a clustering based anomaly detection method was proposed, which can detect new 
anomalous data in an unsupervised way.  

Since a simple tracking algorithm cannot handle anomalous behavior detection in 
crowded scenes, we propose the use of tracking analysis with clustering analysis for 
anomaly detection. In this work, ViBe [11] based foreground subtraction, Kalman 
filtering and Hungarian cost algorithm tracking are first used to obtain trajectories of 
objects. Next, we utilize a fixed-width clustering algorithm, which is an efficient hy-
perspherical clustering method for abnormal behaviour detection in crowded scenari-
os. Figure 1 demonstrates our proposed framework for anomalous behaviour detec-
tion. The process is divided into six steps: (a) video (camera) inputs, (b) image 
prepocessing and object detection, (c) object tracking, (d) feature extraction and fea-
ture representation, and (e) hyperspherical clustering based anomaly detection. The 
main challenge we address is how to find a suitable spatio-temporal feature represen-
tation in this content. 

 
Fig. 1. Overview of our framework for unsupervised anomalous behavior detection 

3 The Proposed Approach 

Human behaviour has no fixed predefined features, so it is challenging to depict 
anomalous behaviour directly. Our proposed scheme uses unsupervised clustering to 
characterize normal behaviour and detect anomalous behaviour clusters. We denote 
the objects in the scene to be 𝑆𝑆 = {𝑠𝑠𝑖𝑖 ∶ 𝑖𝑖 = 1 … 𝑠𝑠}. For each frame ∆𝑓𝑓, every object 𝑠𝑠𝑖𝑖 
has its position in the frame. For several frames (a video sequence), a feature repre-
sentation consisting of spatio-temporal information is extracted and encoded by three 
types of schemes, which can depict the trajectory of each object. Further, every object 
𝑠𝑠𝑖𝑖  measures a spatio-temporal feature vector 𝑋𝑋𝑖𝑖 = �𝑥𝑥𝑘𝑘𝑖𝑖 ∶ 𝑘𝑘 = 1 …𝑚𝑚�  and all of the 
feature vectors build the spatio-temporal feature matrix  𝑋𝑋 = ⋃ 𝑋𝑋𝑖𝑖𝑖𝑖=1…𝑛𝑛  . Finally, 𝑋𝑋 is 
the input to a hyperspherical based clustering algothrithm [1] for outlier detection, and 
the detected outliers are regarded as the anomalous behaviours. 



In this work, at first, video preprocessing is performed followed by object detec-
tion, which is based on ViBe background subtraction. Next, the objects are tracked by 
a Kalman filter and Hungarian algorithm. We then propose three alternative methods 
for feature representation so that clustering can then be applied to the trajectories. 
Finally, feature vectors are categorized into normal and anomalous clusters by using 
fixed width clustering. Overall performance of the framework depends on the object 
detection, tracking, feature representation and clustering methods.  

3.1 Image Preprocessing and Object Detection 

The video frames are converted to grayscale images at first. Then, these grayscale 
images are filtered by a 2D Gaussian low-pass filter in order to filter the high-
frequency noise. The parameter of the Gaussian low-pass filter is set to be σ = 0.5 and 
the block size is 5 × 5. The choice of filter parameters is based on maintaining a part 
of the edge information while at the same time keeping low-frequency information.  

The object detection algorithms can be categorized into three groups: (1) frame dif-
ference method, (2) optical flow based approach, (3) background subtraction. Espe-
cially, background subtraction is a crucial category of object detection method and 
several techniques have been proposed in the literature. These methods can be divided 
into parametric methods and sample-based methods. The former methods are based 
on the location of each pixel and the latter one is based on aggregating previously 
observed values for each pixel location. Considering the complexity of the scenarios 
and the sensitivity of the environment, in this work, we choose a sample-based algo-
rithm ViBe [11] for background modeling and subtraction. The algorithm begins with 
defining a pixel model by using a set of sample values that can be used for back-
ground estimation, then updating the model regularly. The objects can be detected by 
subtracting the pixel model from incoming frames. 

3.2 Tracking 

Kalman filtering [12] is used for tracking detected objects by the previous step. The 
process of Kalman filtering is: Initialization->Prediction->Correction. The motion 
equation and model are displayed below: 
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and the measurement equation and model are given below  

 
                                                     𝑦𝑦𝑘𝑘 = 𝐻𝐻𝑘𝑘𝑥𝑥𝑘𝑘 + 𝑣𝑣𝑘𝑘                                                       (3) 
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where, 𝐹𝐹𝑘𝑘+1,𝑘𝑘 is the transition matrix and 𝑤𝑤𝑘𝑘is additive process noise; 𝐻𝐻𝑘𝑘 is the meas-
urement matrix and 𝑣𝑣𝑘𝑘 is the measurement noise; and 𝑥𝑥𝑚𝑚𝑘𝑘 are 𝑦𝑦𝑚𝑚𝑘𝑘the observed posi-
tion. Because of the crowded environment, the tracking algorithm we use should han-
dle multi-object association and assignment. Therefore, we use the Hungarian algo-
rithm [13] for multiple objects tracking. 

3.3 Feature extraction and representation 

For the video analytics, anomalous crowds can be detected at three levels: temporal, 
spatial and spatio-temporal, which is a combination of the spatial and temporal levels. 
Crowded scenes contain a large number of objects with different behaviours within 
one frame, and these behaviours occur and change within the image sequence. In this 
case, anomalous crowd behaviour should be analysed on both the spatial and temporal 
levels. Therefore, it would be better to choose a spatio-temporal feature representation 
as our encoding scheme in this scenario. 

After the feature extraction and representation step, an appropriate feature repre-
sentation is needed for the spatio-temporal trajectories, which can have arbitrary 
length. This feature representation becomes the input of clustering in order to identify 
normal and abnormal behaviour. In this work, we use three types of feature represen-
tation schemes for crowd anomaly detection. The three schemes  are all spatio-
temporal representations, including one representation which is modified from the 
coding scheme in [14], and two other novel feature representations. The details of the 
feature and representation methods are given below. 

Let m be the width and n be the height of the video frame. The input frame is di-
vided into bx ×by  blocks, where 1 < bx ≤ m, 1 < by ≤ n. Block size selection affects 
the encoding results, which will be discussed in the next section. Next, a feature rep-
resentation with spatio-temporal information is extracted for each object. The block 
value starts from 1 for the original position of each object. In the following frames, 
the object will either stay in the same block or move to another block. The following 
three encoding schemes are used to represent the status of each object.  

1) Feature Representation 1 (FR1): If the object enters into another block, then this 
new block value will be increased by one. If the object stays in the same block, the 
value of that block will not be changed. Further, if this object enters into the same 
block again after several steps, the new value will replace the old one.  

2) Feature Representation 2 (FR2): The value of each block depends on the length 
of time the object stays in that block. If the object stays in one block for 10 frames 
and moves to another block for 1 frame, then the feature value of these two blocks are 
10 and 1, respectively.  

3) Feature Representation 3 (FR3): This is a combination of the former two types. 
At first, an object enters into a block and this block will be assigned the value one, 



then if this object stays in the same block, the value will be the number of frames that 
the object stays in that block. Further, if the object moves to another block, the value 
of this new block will start from the value of the former block plus one.  

Once we have encoded the frames and the blocks as mentioned above, we will 
have a collection of trajectories for the objects in the video over the period of time 
considered for analysis. The next step is to identify trajectories that are normal or 
anomalous. Next we describe a hypespherical clustering scheme to perform this in an 
unsupervised way. 

3.4 Clustering based anomaly detection 

In this work, the clustering algorithm we used is from [1]. The method has three main 
steps: (1) Fixed width clustering, which is a hyperspherical clustering with fixed radi-
us. The process is as follows. The first cluster is created with a fixed width (radius), 
centred at the first data point. Then the distance between the next new data vector and 
its closest cluster centre is calculated. If the distance is less than the radius, then the 
data vector is added to this cluster and the centroid of that cluster is recalculated as 
the mean of all data vectors in it. If the distance is more than the radius, then the data 
vector will form a new cluster using it as the centroid. The process is continued until 
all the data vectors are considered.  (2) Merging, When the distance between the cen-
ter of two clusters is less than a threshold τ, then they will be merged into one new 
cluster. (3) The anomalous clusters are identified by using the K nearest neighbor (K-
NN) approach [15]. This method helps cluster similar behaviors (trajectories) and 
finds the anomalous events in the video in an unsupervised manner. The parameters 
of this algorithm are ω (cluster width) and ψ (the number of standard deviations of 
the inter-cluster distances used for identifying the anomalous clusters). The number of 
clusters yielded is based on ω, and ψ determines the sensitivity of anomaly detection. 
The detailed steps of this method and the parameters can be found in [1]. 

4 Results and Discussion 

In this section, we discuss the dataset used, and then show the anomaly detection 
results based on the three types of encoding schemes proposed. The details of the data 
we used are listed in Table 1. In the data we used for evaluation, people who stand 
statically or loiter in the scene for a while are regarded as anomalies. We manually 
annotated the anomalous objects as the ground truth. The computer vision part is im-
plemented using OpenCV 3.0 with Visual Studio 2013, and the anomaly detection 
part is implemented in Java. The computer used is Windows 7 (64 bit) consisting of 
an Intel® i7 - 4790 CPU running at 3.6GHz with 16 GB RAM. The computer also 
includes a 4 GB NVIDIA NVS 315 HD 4600 graphics card. 



 

 

Table 1. Detailes of the data used, including MCG and PETS2009 dataset. 

4.1 Object detection performance 

Loitering and static objects are detected based on using the three types of spatio-
temporal feature representations (FR1, FR2, FR3). Loitering objects are those who 
walk around and come back to the same place. Static objects are those who stand 
statically or move slightly for a while in the scene. The number of identified objects 
was compared to the ground truth generated by annotating the original video manual-
ly. For these three feature representation schemes, they have similar feature matrices. 
The maximum value of the row vector increased with the occurrence of anomalous 
objects. The results are tabulated in Table 2 (MCG dataset) and Table 3 (PETS2009 
dataset) respectively. For the hyperspherical clustering part, the parameters were set 
as: ω = 5, τ = 1

2
ω , K-NN=3 and ψ = 1 . 

 

Table 2. The table lists the number of detected anomalous objects using the three types of 
spatio-temporal feature encoding schemes on the MCG dataset (24-Sep-2011). Left-top section 
is for C2, right-top section is for C3, left-bottom is for C5 and right-bottom is for C6. 

 

Table 3. The table lists the number of detected anomalous objects using the three types of 
spatio-temporal features encoding schemes on the PETS2009 dataset.  

For the MCG dataset, the anomalies detected by the three types of spatio-temporal 
feature representation have been tabulated in Table 2. Videos from camera C2, C3, 



C5 and C6 (24-September-2011) were used, which are all of length 14 minutes and 1 
second. These frames were divided into 8×8, 16×16 and 32×32 blocks. The ground 
truth was generated by annotating the video files. From Table 2, we find that the 
number of anomalies is affected by the block size selection. For example, comparing 
the 8×8 and 16×16 blocks, the number of anomalies detected by the former one is 
larger than the latter one. This means that the larger block size results in lower resolu-
tion coding, so the number of detected anomalous objects are less. However, this is 
not correct for all cases.  

Further, the number of detected anomalies based on FR1 is less than for FR2 and 
FR3. This can be explained by using an example. If there is an object standing stati-
cally in block 2 for 100 frames and then walks to block 3, then the value of block 2 
should be 1 and block 3 should be 2 by using FR1. Next, the value of block 2 should 
be 100 and block 3 should be 1 based on FR2, and the two blocks will be 100 and 101 
based on FR3. It is clear that the object will be regarded as abnormal byusing FR2 and 
FR3, whereas normal in FR1. The large number of static objects in the MCG dataset 
causes the lower number of detected anomalies based on FR1. In other words, FR2 
and FR3 are more suitable for detecting static objects. 

For the PETS2009 dataset, from Table 3, it can be seen that the number of anoma-
lies detected based on FR1 is similar with FR2 and FR3 in Table 3. This is because 
the anomalous behavior in the PETS2009 dataset is different from the MCG dataset. 
The anomalous objects loiter on a large scale in PEST2009, whereas objects stand 
statically or move only slightly in the MCG. We can assume that the three types of 
feature representation methods have similar effects on detecting loitering objects. 

From Table 2 and Table 3, we find that for some instances the number of detected 
anomalies is more than the ground truth. There are two possibilities that can cause this 
situation. One is that normal objects are regarded as anomalies, and the other is be-
cause of the algorithm we used for extracting trajectories. The object detection and 
tracking algorithms we used are not based on a pre-trained model, which means we 
cannot always obtain a complete and smooth trajectory of one object. The trajectory 
of the object can be split into 2 or 3 parts, which causes the situation that one object is 
detected as 2 or 3 abnormal objects.  

4.2 Accuracy analysis 

The MCG dataset was used for our accuracy evaluation, including C2-C6 (23-Sep-
2011), C2-C6 (24-Sep-2011) and 12 cuts of video of C6 (24-Sep-2011). In the last sec-
tion, we obtained the number of detected anomalous objects, while we also obtained 
the object ID, which can denote the real behavior of his/her (normal or abnormal) 
movement pattern. We choose 8×8 as the block size for this evaluation part. Finally, 
we can obtain the detection accuracy of the detected anomalous objects. The results 
have been tabulated in Table 4. 



 

Table 4. (a) 

 

 

Table 4. (b) 

Table 4. The detection accuracy using the three types of spatio-temporal features encoding 
schemes. (a) C2-C6 (23-Sep-2011) and C2-C6 (24-Sep-2011), (b)12 video cuts of C6 (24-Sep-
2011) 

From Table 4(a), it is clear that the accuracy of FR1 is lower than FR2 and FR3, 
which is similar to the result of Table 2. FR2 and FR3 have similar accuracy. From 
Table 4(b), although the accuracy of FR1 is still lower than FR2 and FR3, the accura-
cy of FR1 is increased. This is because the time length of the video cut is short, so the 
time length of loitering is short. The feature matrix of these three feature representa-
tion methods has no major differences. In terms of the false positive rate, it is around 
10% to 20% for FR1, FR2 and FR3. The effect is quite similar among the three en-
coding schemes. Generally speaking, FR2 and FR3 are more suitable for detecting 
static objects, especially in a crowded scene.  The three types of feature representation 
have similar effects on detecting loitering objects. 

5 Conclusion 

Anomalous behavior detection in crowded and unanticipated scenarios is an important 
problem in real-life applications. In this work, the anomalous behaviors of standing 
statically and loitering in a video were detected by using two novel encoding schemes 
for spatio-temporal features. At first, ViBe was used for object detection. Then, Kal-
man filtering and a Hungarian cost algorithm were implemented for multi-object 
tracking. Next, the spatio-temporal features were extracted and represented by three 



types of schemes. In the end, a hyperspherical clustering based algorithm was used for 
anomaly detection. The evaluation reveals that our proposed unsupervised anomaly 
detection scheme using our novel spatio-temporal features is capable of detecting 
anomalous events such as loitering and stationary objects with high accuracy on a real 
life and a benchmark dataset. 
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