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Abstract. 3D reconstruction is an important technique in the environmental per-
ception and rehabilitation process. With the help of active depth-aware sensors,
such as Kinect from Microsoft and SwissRanger, the depth map can be captured
at the video frame rate together with color information to enable the real-time re-
construction. Particularly, it features prominently in the activity recognition and
remote rehabilitation. Unfortunately, the coarseness of the depth map make it d-
ifficult to extract the detailed information in 3D reconstruction of the scene and
tracking of thin objects. Especially, geometric distortions occur around the edge
of an object. Therefore, this paper presents a confidence weighted real-time depth
filter for the edge recovery to reduce the extra artifacts due to the uncertainty of
each depth measurement. Also the intensity of depth map is taken into account to
optimize the weighting term in the algorithm. Moreover, the GPU implementation
guarantees the high computational efficiency for the real-time applications. Ex-
perimental results are shown to illustrate the performance of the proposed method
by the comparisons with the traditional methods.

Keywords: Depth sensor, depth filter, image processing, 3D reconstruction

1 Introduction

3D reconstruction technique is usually used for the rehabilitation purposes, such as
activity recognition in remote rehabilitation [1], facial muscle and tongue movement
capture in speech recovery sessions [2], joint kinematics supervision [3] and so on. In
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recent years, the emergence of depth-aware sensors, such as Flash Lidar [4], Time-of-
Flight (ToF) [5] and Kinect from Microsoft, provides a potential solution for real-time
3D reconstruction. This kind of sensor can capture the depth image at video frame
rate, and is quite suitable for 3D rendering of the dynamic scenes by integrating with
the color camera. It can be used for environmental perception, autonomous navigation,
data visualization, robotics and 3D entertainment. Detailed applications based on depth
sensors are reviewed in [6].

However, the depth map generated by depth sensors is interfered by the random
noise and systematic errors. Especially, some geometric distortions with invalid depth
measurements are introduced around the edge of an object. The coarseness of the depth
measurements make it difficult to extract the detailed information for further processing
such as segmentation, measurement and human pose estimation. Therefore, edge recov-
ery is necessary to guarantee the high fidelity of final 3D rendering. Another problem is
the real-time requirement for some applications. The effectiveness and computational
cost of the filter implementation have to be considered.

There exist some algorithms to reduce the noise level of the depth map. A few de-
noising approaches are proposed based on a bilateral filter, which is an edge-preserving
and noise reducing smoothing filter[7]. In this paper, we call it standard bilateral filter to
distinguish from the algorithm below. In [8], joint/cross bilateral filter (JBF) is present-
ed using the color information to enhance the depth map. It assumes that the depth edges
are consistent with the color edges. Unfortunately, the guide of color information runs
the risk of the introduction of the new artifacts from the color image. Therefore, Chan
et al. [9] proposed a noise-aware filter incorporating the depth intensity to balance the
influence from the color image. However, the introduction of the noise-contained depth
intensity also brings extra uncertainty. Another alternative way to denoise the depth
map is called Non-Local Means (NL-Means) filter [10], which is the extension of bilat-
eral filter. Considering the noise in the depth map, patches surrounding the filtered pixel
and neighborhood are taken into account instead of comparing the single pixel value.
Although the accuracy is higher, it is not suitable for the real-time applications due to
the heavy overhead.

This paper presents a real-time Confidence Weighted Depth Filter (CWDF) for 3D
reconstruction to deal with the geometric distortions around the edges of objects. Fol-
lowing the concept of the noise-aware filter, a confidence map of the depth sensor is
estimated as the weight of the depth intensity to reduce the influence of the noise from
depth measurements, which also solves the problem NL-means filter can deal with. To
speed up the filter implementation, the filter is decomposed into a number of constant
time spatial filters. And with the GPU support, the proposed algorithm can be performed
in a real-time manner.

2 CWDF: Confidence weighted depth filter

Depth measurements are interfered by the random noise and artifacts, so that the neigh-
bors for averaging the gray-scale depth produce undesirable artifacts near strong dis-
continuities especially. In order to reduce the effect on the weighted result, a confidence
weighted depth filter is proposed as a modified noise-aware depth filter, where con-
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fidence estimation C(q) is introduced into the computation of the weighting term, as
shown in Eq. 1.

IC(p) =
1

K(p) ∑
q∈Ω

fs(‖p−q‖)[α(4Ω) fr(‖Ĩ(p)− Ĩ(q)‖)

+(1−α(4Ω))C(q) fr′(‖I(p)− I(q)‖)]I(q)
(1)

where fs, fr, fr′ are all Gaussian kernels. Compared with JBF, fr′ is a new range term.
K(p) is a normalizing factor. Confidence measurement is denoted by C(q), which will
be estimated using the method in Sect. 2.1. And C(q) features the proposed method to
optimize the noise-aware filter in this paper. α(4Ω) is used to balance the influence of
depth and color intensity, as shown in Eq. 2.

α(4Ω) =
1

1+ e−ε(4Ω−τ)
(2)

where the parameters ε and τ are chosen to adjust the rate of change in transition area
and the blending influence at the minimal min-max difference, respectively. These val-
ues depend on the characteristics of the sensor, and can be obtained by the empirical
experiments.4Ω is the difference between the maximum and minimum gray-scale val-
ue in the neighbors Ω of the pixel in depth map. When α is higher, the filter behaves
like a standard bilateral filter with the C(q).

2.1 Confidence estimation

In this paper, Kinect is chosen to construct the depth map based on the light coding
technique. The emissive light is organized using the speckle pattern, which is projected
onto the surface of an object. The speckle pattern can change along with the different
distance. Through comparing with the reference pattern, the depth map can be con-
structed.

Confidence estimation is mainly used to determine the reliability of each value in the
depth map. In this paper, the confidence measurement is taken into account following
the truth that depth values that are more reliable should make more contributions to
the final result. To estimate the confidence, absolute difference is employed as the cost.
In [11], the depth d0 with the lowest cost is considered as the true value, although the
depth perturbed by the noise and artifacts. We assume the cost of each pixel is subjected
to Gaussian distribution. Let c(d,x) be the cost for depth d at pixel x. The probability
is proportional to e−(c(d,x)−c(d0,x))2/σ2

, where d0 is the ground truth for a specific depth,
and σ2 denotes the strength of the noise.

For each specific depth di, the confidence C′(x,di) is defined as the inverse of the
sum of these probabilities for all possible depths. In order to estimate the confidence
better, C′(x,di) is calculated with the N truth values. Then the final confidence C(x) can
be derived by averaging the estimations at the different depth, as shown in Eq. (3).
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C′(x,di) = ( ∑
d 6=di

e−(c(d,x)−c(di,x))2/σ2
)−1

C(x) =
1
N

N

∑
i=1

C′(x,di)

(3)

2.2 Determination of the filtered region

To avoid introducing extra artifacts and improve the ability of real-time processing,
the filtered region is determined firstly. Generally, the significant noise occurs around
the object’s edges according to the empirical measurement. In this paper, we assume
that discontinuities in depth maps is the center line of the filtered region. Canny edge
detector is applied to the gray-level depth image to obtain the location of the filtered
region. Then, object’s edge is dilated using 3× 3 rectangular structuring element. To
facilitate further processing using the method proposed in this paper, the pixels in the
filtered region are labeled.

2.3 Approximation of the CWDF

According to Eq. 1, it is also signal-related filter, including fr(‖Ĩ(p)− Ĩ(q)‖) and
fr′(‖I(p)− I(q)‖) terms. To employ the recursive implementation of the Gaussian fil-
ter, The CWDF is approximated to approach the evolutional expression as shown as
follows.

IC(p) =
α(4Ω)

K1(p) ∑
q∈Ω

fs(‖p−q‖) fr(‖Ĩ(p)− Ĩ(q)‖)I(q)

+
1−α(4Ω)

K2(p) ∑
q∈Ω

fs(‖p−q‖)∗

C(q) fr′(‖I(p)− I(q)‖)I(q)

(4)

where K1(p) and K2(p) are normalizing factors. The proposed filter is decomposed into
a joint bilateral filter and a standard bilateral filter related to confidence map C(q). The
CWDF can be expressed as Eq. 5. BJ

I(p)(p) and BS
I(p)(p) are defined for the joint bilateral

filter and standard bilateral filter respectively. In practice, min(I) and max(I) in two bi-
lateral filters are usually different, so we set [min(min(I),min(Ĩ)),max(max(I),max(Ĩ))]
as the range of intensity value in order to guarantee the completeness of LUT.

IC(p) =CWI(p)(p)

=α(4Ω)BJ
I(p)(p)+(1−α(4Ω))BS

I(p)(p)
(5)

Only N′ intensity values are chosen from [min(min(I),min(Ĩ)),max(max(I),max(Ĩ))]
to be implemented the proposed filter. The remaining can be obtained by the linear inter-
polation after looking up the both the nearest intensity values from LUT. For instance,
for I(p) ∈ [I(p1), I(p2)],
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IC(p) =(I(p2)− I(p))CWI(p1)(p)

+(I(p)− I(p1))CWI(p2)(p)
(6)

In addition, to ensure the synchronous implementation of the proposed method, the
capturing and filtering procedure are run in two separate threads in a thread-safe way
based on interlock mechanism, which prevents more than one thread from using the
same variable simultaneously. And in practice, the filter is implemented on a Nvidi-
a’s graphics card to achieve the real-time denoising performance. As a data-parallel
computing device, the massive stream processing is executed using a high number of
threads in parallel. In the experiments below, the CUDA programming framework [12]
is employed to port the filter processing onto graphics hardware only. And the selection
of the appropriate granularity is a trade-off between the runtime and memory.

3 Experimental results

In this section, Kinect from Microsoft is chosen to evaluate the proposed algorithm for
its simple setup and depth map at a granularity of 640× 480 pixels, which is higher
than 128×128 of Flash Lidar and 176×144 of Mesa SwissrangerT M . In addition, the
resolution of color image is the same with the depth map, so that we can align them
easily. Especially, both of them can record scenes at up to 30 fps in real time.

To demonstrate the effectiveness and accuracy of the proposed method, the algo-
rithm was applied to the real-world sequences and scenes from the Middlebury stereo
benchmark data set [13] and Advanced Three-dimensional Television System Tech-
nologies (ATTEST) [14]. In the following, two main aspects are discussed in details,
including the resultant comparison with the joint bilateral filter and noise-aware filter
in [9]. All computations in the experiments were performed on two Intel Core (TM)
P8700 CPUs with an Nvidia GeForce GT 120M.

3.1 Quality and effectiveness analysis

Several different scenes were captured to test the proposed algorithm. One scene shows
two boxes with severely noise-affected edges, as shown in Figure. 1(b) in the red rectan-
gular region. Particularly, in Figure. 4(a), the color image is modified by drawing a red
rectangle across the edge of one box to evaluate the performance of the joint bilateral
filter specifically.

Figure. 2 shows the results using the proposed filter, comparing with that using join-
t bilateral filter and noise-aware filter. As visible, all algorithms above can reduce the
noise level. However, the intensity texture pattern of the red mark in the color image is
introduced as 3D structure into the filtered depth by the joint bilateral filter, as shown in
right red rectangle in Figure. 2(c). Although texture copying is avoided using the noise-
aware filter, there are still some noise around the bottom edge due to the low confidence
measurement, shown in Figure. 2(d). In contrast, confidence weighted depth filter gets
the edges across the boxes straight, and prevents the texture copying effectively. There-
fore, the proposed method can sharp details in the original depth image and improve
the reconstruction quality.
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(a) Color image (b) Gray-scale depth image

Fig. 1. Color image and depth image with two boxes.

(a) Depth image
(zoomed)

(b) Proposed
method

(c) Joint bilateral
filter

(d) Noise-aware fil-
ter

Fig. 2. Result comparison using the different methods.

The detailed view warped by color information in Figure. 3. The noise across the
edges is almost removed, while the depth measurements are severely interfered in the
original 3D view. The point cloud contains more than 300,000 points, although some
points with invalid depth are eliminated. Due to the average filtering time 47ms with
GPU support, the capturing rate of the device is set to 20 fps. Then the resultant colored
depth map is transmitted to a server for 3D reconstruction using SURF (Speeded Up
Robust Feature) feature descriptor.

3.2 Quantitative accuracy

To evaluate the performance of our filter, Cones scene from Middlebury stereo data set
and video-plus-depth sequence “Interview” from ATTEST are considered. In order to
illustrate the effectiveness of the confidence estimation and quantitative accuracy, con-
fidence based noise is superimposed on the original depth image, which is considered
as the ground truth. Then the filtered depth map will be compared with the ground truth.
Supposed the confidence measurement C depends on the distance from the position of
current pixel p to the image center c, and the noise n is subject to Gaussian distribution
with mean 0, the noise model is defined as follows.
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(a) Original view (b) View after filtering

Fig. 3. Comparison of the 3D view.

C = 1− ‖p− c‖
w

n∼ N(0,100 · (1−C))

(7)

where w is a factor to balance the influence of the additional noise. Figure. 4(e) shows
the depth image with Gaussian noise, where the image distortion only exists across the
edge, as shown in Figure. 4(d).

(a) Color image (b) Original depth (c) Filtered region

(d) Original depth (e) Noised image (f) Filtered result

Fig. 4. Algorithm evaluation using the cones scene from the Middlebury data set.

To evaluate the numerical accuracy, peak signal-to-noise ratio (PSNR) is employed.
Given two gray-scale images I, I′, usually the ratio is defined using the mean squared
error (MSE).
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MSE =
1

hw

h−1

∑
i=0

w−1

∑
j=0
‖I(i, j)− I′(i, j)‖2

PSNR = 10 · log10(
MAX2

MSE
)

(8)

where h and w is the height and width of input image, and MAX is the maximum of
the pixel value, which means MAX = 255, if both input are gray images, where the
pixel is indicated by 8 bits. The PSNR of the depth with noise and original depth image
is 24.16 dB. To speed up the implementation, only N′ intensity values are selected
to perform the proposed algorithm. Figure. 5 shows the result of the PSNR accuracy
using different number of intensity levels. When 8 levels are used, the noise level is
reduced greatly, and an acceptable PSNR value is achieved, although there exists visible
difference. Figure. 4(f) shows the filtered result using 8 intensity levels. Note that as the
level number increases, we have to compromise the computational time.
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Fig. 5. PSNR accuracy using different number of intensity values.

Moreover, video-plus-depth sequence “Interview” from ATTEST is used with the
yuv420 video format for comprehensive test. The sequence is decoded based on the
leading audio/video codec library in FFmpeg. Every frame is in the size of 720 by 576
for both color and depth sequence. The depth is indicated by 8 bits, the brighter, the
closer. The first 60 frames are chosen to implement our method, joint bilateral filter
and noise-aware filter respectively. Similarly, noise superimposition is repeated based
on the same noise model above. Then the PSNR accuracy of each frame is calculated,
as shown in Figure. 6. the proposed method has the best performance with 39 dB on
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average. Due to the resolution gets bigger, the GPU implementation is prolonged to the
averaging 55 ms.

0 10 20 30 40 50 60
22

24

26

28

30

32

34

36

38

40

42

frame number

P
S

N
R

 (
dB

)

 

 

proposed algorithm
noise−aware filter
joint bilateral filter

Fig. 6. PSNR accuracy with respect to different methods.

4 Conclusion

The accurate 3D reconstruction is required for the environmental perception and re-
habilitation process. This paper presented a confidence estimation based depth filter
to recover the edges around the object in 3D reconstruction of a scene with color and
depth images. The proposed method takes into account both the inherent depth nature
of real-time depth data and the color information from video camera to reconstruct
a multi-lateral filter. Compared with the existing joint bilateral filter and noise-aware
filter, the experimental results show that the proposed method obtains more detailed
information around the edge of an object and reduces the geometric distortions. Using
the parallel data processing based on GPU implementation, the real-time high-quality
3D reconstruction is achieved.

In future, the adaptive parameter selection for the kernel size in the range term will
be achieved, while these parameters are set manually according to the different scenes
in current phase. In addition, multiple depth sensors will be employed for dynamic
environment. A corresponding distributed system will be set up, and more studies will
concentrate on the time synchronization of multiple data streams in order to ensure the
temporal stability.
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