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#### Abstract

High-fidelity vehicle trajectory data is becoming increasingly important in traffic modeling, especially to capture dynamic features such as stop-and-go waves. This article presents data collected in a series of eight experiments on a circular track with human drivers. The data contains smooth flowing and stop-and-go traffic conditions. The vehicle trajectories presented in this article are collected using a panoramic 360degree camera, and fuel rate data is recorded via an on-board diagnostics scanner installed in each vehicle. The video data from the 360 -degree camera is processed with an offline unsupervised algorithm to extract vehicle trajectories from experimental data. The trajectories are highly accurate, with a mean positional bias of less than 0.01 m and a standard deviation of 0.11 m . The velocities are also validated to be highly accurate with a bias of $0.02 \mathrm{~m} / \mathrm{s}$ and standard deviation of $0.09 \mathrm{~m} / \mathrm{s}$. The source code and data used in this article are published with this work.
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## 1. Introduction

### 1.1. Motivation: The need for empirical traffic data

For many decades, the collection and interpretation of empirical traffic data has shaped our understanding of vehicular interactions and traffic flow. The first major data collection effort began with the pioneering experiments conducted by Greenshields [1] in the 1930's, which provided an empirical model between the density and velocity of traffic and consequently the construction of the fundamental diagram. In the late 1960's and 1970's automated systems were deployed to collect aggregated data for the purpose of monitoring and controlling traffic in the Lincoln Tunnel [2]. Other systems were deployed to estimate traffic conditions on the Long Island Expressway in New York 3, and to estimate traffic flow model parameters 4.

Today, the shape of fundamental diagrams and more broadly the aggregated or macroscopic dynamics of traffic are greatly aided by the abundance of traffic data measured from fixed sensors such as inductive loop detectors, radars, and video cameras. One prevalent traffic data source in the US is the Performance Measurement System (PeMS) database [5. This database collects data from nearly 40,000 inductive loop

[^0]detectors and toll tag readers in the state of California. Similarly, the Grenoble Traffic lab has instrumented a road in Grenoble, France with magnetic sensors embedded in the roadway to collect vehicle counts [6], while the Minnesota Traffic Observatory uses video detectors on the I-35W/I-94 freeway to collect vehicle counts and trajectories [7. The Berkeley Highway Lab collected traffic counts using loop detectors on I-80 in Emeryville, CA [8]. Such systems typically provide vehicle counts or flows, time averaged velocities, and time averaged occupancies that enable the estimation of the traffic density.

One important limitation of such datasets is that they are initially introduced to collect aggregated data relevant for calibrating and validating macroscopic descriptions of the traffic flow [9, 10, 11, 12]. Microscopic descriptions of traffic [13, 14, 15, 16, 17] can be challenging to validate in detail without data at the level of the individual vehicle.

In parallel with the aggregated data collection efforts, early efforts aimed at measuring individual vehicle trajectories include the work of Treiterer [18] in the 1970s. The experiments involved flying a helicopter over freeways in Ohio to photograph the traffic, which is later used to reconstruct the vehicle trajectories.

The experiments by Treiterer served as the first in a series of larger efforts to collect vehicle trajectories. Coifman 19 collected trajectories using a video camera on a 120 m segment of I-680 in California and observed the development of shockwaves, while other US Federal Highway Administration efforts used video footage from an aircraft to collect vehicle trajectories at six types of freeway bottleneck sections [20]. Researchers at Delft University have used cameras mounted on a helicopter to collect vehicle trajectory data on a 520 m freeway segment [21] in Utrecht.

Amongst the most widely used trajectory datasets are the NGSIM datasets, which are collected "in support of traffic simulation with a primary focus on microscopic modeling," 22]. The datasets contain vehicular trajectories recorded at different times on three different road segments. The first of these datasets was collected using video cameras on a 900 m segment of freeway I- 80 in California over 30 minutes in December of 2003. Additionally, in April of 2005, three further 15 minute data collections were performed on a 500 m segment of the same highway. Also in 2005, a 640 m segment of US-101 in Los Angeles was instrumented, and three consecutive 15 minute datasets were recorded. Several recent works have used the NGSIM data to calibrate traffic models [23, 24, 25, 26, 27, 28. However, as pointed out in some recent works, there are limitations to this dataset since the acceleration and velocity measurements are prone to large errors [29, 30, 31, due to the finite difference calculation on the successive vehicle positions. Other experimental efforts have been able to collect vehicle trajectories from individual vehicles in urban traffic [32, 33] and instrumented platoons of vehicles 34.

At the individual vehicle level, driver behavior has been analyzed using data collected through the naturalistic driving study (NDS) 35. The data contain video footage and vehicle performance data from instrumented vehicles, and includes both a driver-facing and a forward-facing camera. The dataset contains over 42,300 hours and $2,000,000$ miles of driving. Additionally, these data include 82 collisions and 761 near misses, which have been used to analyze driving risks [36, 37, 38. A related naturalistic driving dataset has also been created by the University of Michigan with data for nearly one million vehicle miles traveled 39. While the datasets provide extensive information about the instrumented vehicles, a limitation is that they do not include information regarding all vehicles in the traffic steam.

The Mobile Century project at the University of California - Berkeley collected smartphone-based GPS position data from probe vehicles on I-880 near Oakland, California 40, but only for a subset of the total vehicles in the flow.

Other frequently used datasets for microscopic traffic modelling includes those collected by Sugiyama, et al. 41] and Tadaki, et al. 42. These datasets are fundamentally different from the previously mentioned traffic datasets since it includes data from closed-road traffic experiments as opposed to data collected on public roadways. In order to experimentally demonstrate the development of traffic instabilities such as stop-and-go waves even without lane changes or bottlenecks, Sugiyama, et al. 41 designed and executed a set of experiments in 2007, and later in 2013 [42. These experiments involved between 10 and 40 vehicles on a circular track. All vehicles begin with a uniform velocity and spacing, but the traffic quickly develops instabilities such as stop-and-go waves. This dataset, and other similar datasets [42, 43, 44 are also used for calibrating microscopic traffic flow models [17, 44, 45, 46]. For example, Jiang, et al. [44 collected vehicle trajectories from a platoon of 25 vehicles using GPS sensors and used the data to calibrate the parameters
of the Intelligent Driver Model (IDM) [44. However, due to the resolution of the GPS receiver, the vehicle position accuracy is limited to 1 m .

The experiments conducted by Sugiyama, et al. 41, 42 provide valuable vehicle trajectories, but does not contain any information on engine performance such as fuel rates. Fuel rates is important when studying the effects of speed oscillations on environmental factors such as emissions. Furthermore, additional open trajectory datasets under oscillatory traffic may prove useful for calibrating traffic models and designing autonomous vehicle (AV) controllers [47, 48, 49, 50, 51, 52, 53, 54, 55, 56, 57, 58, 59, 60, for driving in the presence of stop and go waves, or controlling the vehicle to eliminate them.

### 1.2. Contributions and outline

The first and main contribution of this article is the collection of eight experimental datasets that that contain accurate and high resolution vehicle trajectories and instantaneous fuel rates in the ring setting of Sugiyama et al. 41, 42, which is known to create stop-and-go waves. The trajectories are extracted from a 360-degree panoramic camera placed at the center of a circular track. Engine performance data such as engine speed and fuel rate are collected from an OBD-II scanner installed in each vehicle. The full dataset is published with this article 61.

A second contribution of the work is the development of an unsupervised data processing technique to extract trajectories from video data. In the pioneering experiments in Sugiyama et al. 41, the position of each vehicle is determined accurate to within $\pm 0.5 \mathrm{~m}$ at 3 Hz , yielding a velocity error of $\pm 3 \mathrm{~m} / \mathrm{s}$ (roughly $30 \%$ of the target vehicle velocity of $8.33 \mathrm{~m} / \mathrm{s}$ ) 62]. In a follow up experiment [42], a laser scanner is used to locate the vehicles at a 0.16 m spatial resolution and 0.2 s in time, improving the accuracy compared to the earlier tests. In our work we provide a low cost method to extract trajectories relying only on a 360 -degree camera (less than $\$ 400$ ) and an unsupervised image processing algorithm. The resulting trajectories are validated and shown to have a positive bias of less than 0.01 m with a standard deviation of 0.11 m ; the velocity has a mean error of $0.02 \mathrm{~m} / \mathrm{s}$ with a standard deviation of $0.09 \mathrm{~m} / \mathrm{s}$. This high accuracy renders the resulting data useful particularly for microsimulation validation on an individual vehicle trajectory level, involving sharp braking profiles. The corresponding source code used to extract vehicle trajectories is also provided with this work 63].

Although the primary focus of the work is the construction of the dataset, we also provide observations of the significant events happened during experiments to aid in further investigation. We note the extent to which oscillatory traffic is realized depends, partially, on the driver behavior resulting from the instruction set used to brief the drivers.

The remainder of the article is organized as follows. In Section 2 the experimental setup is explained, and a list of experiments is presented. In Section 3 the video data processing pipeline to extract trajectories from 360-degree panoramic video footage is described. Experimental measurements are validated in Section 4 to ensure they are accurate, and the experimental data along with trends found in the data are presented in Section 5 Finally, we conclude that this new dataset provides new opportunities in traffic modelling in Section 6

## 2. Description of experiments

In this section, a series of experiments with 19 to 22 vehicles are described with the objective to measure the fuel consumption rates in stop-and-go traffic. In the interest of repeatability, the experimental setup is briefly outlined in Section 2.1 and the experimental protocol is summarized in Section 2.2

A total of eight experiments are conducted in Tucson, Arizona in July 2016. The goals of these experiments are two-fold: ( $i$ ) to identify under what conditions (traffic density and driver instructions) oscillatory traffic will arise and (ii) to investigate the extent to which a single vehicle, driving differently from the remaining traffic, is able to change the traffic state.

Each experiment is labeled with a letter from A to H, in the order they occurred. In each experiment drivers are given specific instructions on how to drive. Full experiment descriptions are provided in Section 2.2.

### 2.1. Experimental setup

To achieve the goals of the experiments as outlined above, we seek to re-create the results observed in the Sugiyama, et al. experiment [41] with the addition of instrumenting each individual vehicle with OBD-II scanners. Some experimental changes are made (track size, direction of driving) to account for larger and right-hand drive vehicles in the US compared to Japan. The track is available for a total of four hours for experimentation. Taking driver rest breaks and a driver briefing into account this allows for three hours of testing. The time to re-set the track after each experiment is approximately 15 minutes, and each experiment lasts between five and 10 minutes. Therefore, eight experiments are able to be completed.

The experiments are divided into two sets. In Experiments A-E, we use instruction set I for which each driver is instructed to "Safely follow the vehicle in front as if in rush hour traffic," and vary the density by changing the number of vehicles on the road. We visually observe that some vehicles drive very conservatively (e.g., by leaving excessive gaps) which dampens any waves that might arise. Consequently, we change the driving instructions of all drivers to instruction set II in Experiments F, G, and H, for which drivers are instructed to "Drive by the same instructions as before, but in addition place an emphasis on closing the gap the the vehicle in front, whenever safety permits." The complete verbal instructions given to the drivers at site are provided in the Appendix. Additionally, for Experiments G and H we instruct one driver (co-author M. Bunting, a member of experimental staff) to change his driving behavior during the experiment to observe the effect that a single vehicle has on the overall traffic flow.

The experiments are conducted on a circular track 260 m in circumference. The track length is selected to approximate the total unoccupied road space of the experiments conducted by Sugiyama et al. 41. The track is constructed on a large paved parking lot at the Tucson Dragway in Tucson, Arizona, and selected for its smooth, even surface, and abundance of open space. The experimental track with vehicles is shown in Figure 1a. The inside edge of the track is marked with short orange cones. Additional cones are used to mark the pre-measured location of the front tire of each car to ensure uniform spacing at the start of the experiment.

An air horn is used to signal the start of the experiment to the drivers. The first air horn is sounded to allow the drivers to shift into gear and prepare to drive. The next air horn is sounded to notify the drivers to start driving. Another air horn is sounded to notify the drivers that the experiment had ended, and they should safely come to a complete stop on the track.

The vehicles used for this experiment are procured from the University of Arizona's motor vehicle pool. The year, make, model, length, and nominal EPA-related fuel rate of each vehicle used in the experiment is presented in Table A.1. The vehicles used in each experiment is given in Table A. 2.

### 2.2. Experimental protocol

The experimental protocol used is the same as that used in 64, with the critical difference that in 64] an autonomous vehicle is used to control the traffic stream, while the purpose of the experiments in this article are to observe the development of traffic waves. Each experiment consists of the following phases:
(i) setup; (ii) evacuation; (iii) initialize; (iv) drive; (v) stop; (vi) conclusion.

During each phase, the following items are performed.
(i) Setup: Vehicles are distributed equally according to the spacing of their front-left tire. Drivers are individually instructed to turn on their in-vehicle recorders. Additional driver instructions (if any) are delivered to individual drivers through the window.
(ii) Evacuation: The central camera is switched on. All research team personnel evacuate the track.
(iii) Initialize: An air horn sounds to instruct all drivers to switch gears from Park to Drive, without moving.
(iv) Drive: An air horn sounds, to instruct all drivers to begin driving.
(v) Stop: An air horn sounds, instructing drivers to come to a safe stop and switch gears into Park.
(vi) Conclusion: Experiment personnel enter the track after all vehicles have stopped. Drivers are individually instructed to turn off their in-vehicle recorders. The central camera is switched off.

(a) Vehicles driving with an initial uniform spacing.

(b) Vehicles driving with a non-uniform spacing, showing a traffic jam.

Figure 1: An overview of the experimental setup for Experiment H.

### 2.3. Experimental densities

This dataset provides complete vehicle trajectories and vehicle performance data for eight experiments that ranged between 19 and 22 vehicles on the 260 m track. Before testing began, all drivers are given a safety briefing and driving instruction set I.

In order to identify the effect of traffic density on the development of traffic waves, Experiments A and B are conducted with 20 vehicles. This is increased to 22 vehicles in Experiment C, while not changing the track diameter. In order to explore density space more thoroughly, 21 vehicles are used in Experiment D, and 19 vehicles in Experiment E.

The effect of driver instructions on the development of oscillatory traffic is measured in Experiments F, G, and H , with 19,21 and 22 vehicles, respectively. For these experiments, drivers are given instruction set II. Experiments F, G, and H are also used to test the extent to which a single vehicle can alter the traffic state if it drives differently from the remaining vehicles. This is done by changing the driving instructions of a single vehicle during the test via radio communication. The instruction provided to the driver is to maintain a specified target speed, unless the distance and relative velocity to the vehicle ahead require a lower speed. The time at which this instruction is given is referred to as $T_{c m d}$.

### 2.4. OBD-II and panoramic video data collection

Each vehicle in the experiment is instrumented with an on-board diagnostics (OBD-II) scanner to collect vehicle data during the experiments. All vehicles sold in the United States after 1996 are required to provide vehicle performance data from the engine control unit (ECU) via an OBD-II port. The OBD-II data are logged using a ScanTool OBDLink LX scanner. The data provided through the OBD-II port include vehicle dynamics data such as engine speed, vehicle speed, and fuel rate as well as diagnostics data such as sensor voltage of a variety of vehicle sensors, which can be used to identify vehicle malfunction. While the OBD-II data format is standardized, due to different vehicle configurations and vehicle ages, not all vehicles report the same data through OBD-II. All speed and fuel rate data collected from each vehicle are made available at [61].

A VSN Mobile V360 panoramic video camera is used to record the motion of the vehicles, and is located at the center of the track. It has $360^{\circ}$ horizontal field of view and $60^{\circ}$ vertical field of view, recording at a resolution of $3840 \times 640$ pixels at 30 Hz . The high spatial and temporal resolution of the panoramic camera enables precise tracking of the dynamics of the vehicles in the scene when suitable image processing algorithms are applied, described next.

## 3. Data processing

Tracking moving objects in a sequence of images (frames) is a well established field in computer vision 65, 66, 67. The term tacking refers to the process of inferring the motion of one or multiple objects in a sequence of images 65]. Historically there have been two major categories of tracking techniques based on nonparametric and parametric strategies 65]. Recently, a third class of methods based on deep neural networks have also been proposed.

Nonparametric tracking methods require few assumptions on the underlying dynamics of the object to be tracked. One popular nonparametric method, known as tracking by detection, generates the trajectory of an object in a two-step approach. First the object position is identified in each frame, and then the positions are linked using a proximity criteria to produce the full trajectory. Another category of nonparametric methods are referred to as tracking by matching. These methods reconstruct the trajectory of an object by matching a pixel representation of that object in one frame to the next, iterating over the full time span of the video. The tracking method used in this article is a variant of tracking by matching.

The second major category of tracking algorithms is parametric tracking, which exploits the underlying dynamical model to track the motion of objects. When the dynamical model of the object to be tracked is linear, Kalman filters are often applied. Otherwise, nonlinear filters such as particle filters are chosen for the purpose of object tracking 65].

A third group of methods have recently emerged with the rising popularity of neural networks in artificial intelligence research. As an early example in 2013, stacked denoising autoencoders has been used for visual tracking [68]. More recently, convolutional neural networks have been re-purposed for target tracking [69]. Moreover, an end-to-end tracking method based on recurrent neural networks has also been developed 70.

The aforementioned tracking methods have been widely applied in the field of transportation research. Within the category of nonparametric tracking, examples of tracking by detection can be found in 71, 72]. Tracking by matching methods are applied in [73, 74]. Within the category of parametric tracking, applications of Kalman filtering in visual tracking can be seen in [19, 75]. The use of particle filtering in transportation tracking applications can be found in [76, 77]. Furthermore, the application of neural networks for vehicle tracking is studied in [78, 79]. In addition, comprehensive surveys of computer vision algorithms in transportation research can be found in 80, 81.

The main challenge for tracking vehicles in the experimental setting described in Section 2 is that the vehicles may completely stop in the presence of stop-and-go waves. Because many nonparametric methods [71, 82 use the motion of the object to be tracked to identify the object from the background, these methods fail when the object no longer moves. Parametric methods circumvent this problem by using additional information obtained from the dynamical model (e.g., as in the Kalman filtering methods) to localize the object even when it has stopped moving. The accuracy of this approach hinges on the quality of the model specified for the object being tracked.

The tracking by matching approach, with suitable modification to handle stationary vehicles, is chosen in this work for its simplicity and effectiveness. It does not require knowledge about the underlying model of the object dynamics (in contrast to the parametric methods), and it does not require a large training dataset (needed in supervised methods such as many neural networks applications). Although some steps the algorithm such as background subtraction and estimation are computationally intensive, it delivers highly accurate positional estimates and it does not need to run online during the experiments.

We briefly describe the general process to extract the vehicle trajectories from the camera data, which can be split into four major steps: (i) background estimation and subtraction, (ii) object identification, (iii) object tracking, and ( $i v$ ) noise reduction. Given a panoramic video containing vehicles to be tracked and a nearly static background, each pixel in each frame is labeled as either moving or stationary. Moving pixels often correspond to vehicles and are unlikely to belong to the background scenery, while stationary pixels may belong to the background or to a stationary vehicle. Over a time interval containing multiple frames, an estimate of the complete background scene for the time interval can be constructed by taking a simple median (over time) of the color value of each stationary pixel. A high quality estimate of the background is obtained from the median provided that fewer than half of the frames contain stationary vehicles, which is always true in our experiments.

Vehicle trajectories are reconstructed from the video by identifying the location of each vehicle throughout the video. First a template of each vehicle is constructed that can be tracked. The background scene is compared to a candidate frame in the video to identify pixels that do not "match" the value in the background scene. These non-matching pixels are identified as belonging to the foreground (i.e., to a vehicle), independent of whether the vehicle is moving or stationary. These foreground pixels are then grouped into vehicles using a density-based clustering algorithm, which is further refined to define a high quality template (i.e., a picture) of the vehicle. After the template is defined, it is used to be re-identify the vehicle in subsequent frames, allowing a trajectory for that vehicle to be constructed. Since the track radius is known a priori, the position of each vehicle in pixel space can be converted to a location on the track via straightforward geometry. The trajectories are further refined using a spline smoothing algorithm with outlier detection, to reduce the effects of small tracking errors and the quantization error induced by the resolution of the camera. These steps are explained in detail below.

### 3.1. Background estimation and subtraction

In this step, an estimate of the background is obtained over a sequence of frames of the video. The process of estimating the background is complicated by the facts that $(i)$ the vehicles occlude the background scene, (ii) occasionally vehicles stop (i.e., in a stop-and-go wave), making them difficult to differentiate from the stationary background using motion-based methods, and (iii) occasionally the background changes or moves (e.g., due to changes in light intensity or the motion of clouds). Consequently, we adopt a strategy that first detects sufficiently stationary pixels in each frame (described in detail below), and we estimate the background as the median pixel value over the set of images. For an individual pixel location, the median of the non-moving pixels provides a reasonable estimate of the background pixel value as long as the majority of frames in which the pixel is stationary do not correspond to a vehicle. This condition is met in our experiments by choosing a time horizon to estimate the background which is sufficiently large relative to the duration over which vehicles are stopped in the stop-and-go wave.

Precisely, the background identification proceeds as follows. Consider a video composed of a sequence of images indexed by $t \in \mathbb{Z}_{+}$, where each image is composed of a matrix of pixels. Denote $V(x, y, t)$ as the value of the pixel in frame $t$ located at $(x, y) \in\left\{1, \ldots, x_{\max }\right\} \times\left\{1, \ldots, y_{\max }\right\}=: \mathcal{X} \times \mathcal{Y}$ in the scene. The parameters $x_{\text {max }}$ and $y_{\max }$ denote the horizontal and vertical resolution of the camera, respectively. For RGB video, $V(x, y, t)$ is a vector of dimension three, with each color channel (red, green, and blue) taking values in $\{0, \ldots, 255\}$. For each pixel $(x, y)$, we determine whether the pixel corresponds to a moving object between frame $t$ and $t+1$ using a standard implementation of dense optical flow [83], which is a computer vision algorithm designed to detect the apparent motion of pixels across two frames. We apply dense optical flow to all consecutive image pairs between $t$ and $t+\Delta t$. The output of the algorithm is an index set for each pixel $\mathcal{S}(x, y) \subseteq\{t, \ldots, t+\Delta t\}$, which contains the frames in which pixel $(x, y)$ is identified to be stationary. Finally, the RGB background corresponding to pixel $(x, y)$ is denoted $B(x, y)$ and computed as

$$
\begin{equation*}
B(x, y)=\operatorname{median}\{V(x, y, \tau) \mid \tau \in \mathcal{S}(x, y)\} \tag{1}
\end{equation*}
$$

where the median is applied channel-wise.
For practical implementations such as the experiments presented in this work, the estimated background image needs to be slowly updated over time to account for slowly varying changes such as light intensity. In our present implementation, the background is recomputed every 15 seconds. Figure 2 layer 1 shows the estimated static background within first 15 seconds of the Experiment A, as compared to Figure 2 layer 2 which shows the first frame in the corresponding 15 -second time interval, including the vehicles. It is clear from the images that foreground vehicles are completely removed from the estimated background.

After the background is defined, foreground pixels corresponding to vehicles can be identified, independent of whether the vehicle is moving or not, as those with a sufficiently different value from the background. Precisely, for each frame $t$, we compute the foreground pixel set as

$$
\begin{equation*}
\mathcal{F}(t)=\left\{(x, y) \in \mathcal{X} \times \mathcal{Y} \mid \quad\|V(x, y, t)-B(x, y)\|_{2} \geq \gamma\right\} \tag{2}
\end{equation*}
$$



Figure 2: Step-by-step visualization of background subtraction methods. Layer 1 shows a section of the estimated background within the first 15 -second time interval in Experiment A. Layer 2 is the first frame of that time interval. Layer 3 is the square distance between layer 1 and layer 2. Layer 4 is the remaining foreground after removing pixels at locations that have square distance under 14. Layer $5 A$ is the refined foreground after applying morphological transformation on layer 4. Layer $5 B$ is the refined foreground after removing noise pixels outside the alpha complex of every vehicle from layer 4.
where $\gamma$ is a difference threshold below which the pixel value of the video is assumed to match the background. An example of a set of foreground pixels under the threshold parameter $\gamma=48$ is shown in Figure 2 layer 4, which shows the vehicles are clearly identified as part of the foreground, along with some additional non-vehicle pixels (noise). In our testing, pixels corresponding to vehicles are identified for a range of $\gamma$ values (e.g., $48 \pm 25 \%$ ), and the threshold choice is not too sensitive.

The foreground set $\mathcal{F}$ contains all pixels estimated as belonging to vehicles, which needs further refinement to eliminate the noise. For example, isolated foreground pixels are unlikely to correspond to vehicles, which typically occupy hundreds of pixels in our implementation. Two standard morphological transformations (i.e., erosion and dilation, see [84] for more detail) are applied, which act as filters to reduce the noise in the foreground pixel set. The refined foreground after applying these denoising steps is shown in Figure 2 layer 5 A , where the noisy pixels are substantially reduced in number.

### 3.2. Object identification

After the background has been subtracted (i.e., pixel-wise and channel-wise subtraction) from every frame, we proceed next to construct a template of each vehicle which can be tracked from one background subtracted frame to the next. A high quality template of each vehicle is constructed on a single frame by first clustering the foreground pixels into vehicles, and then enhancing each vehicle cluster, e.g., by filling in holes. We note that keeping the vehicle template static works the best (compared to allowing the template to be adjusted as time progresses) in our experience, because it prevents the templates from being polluted by random noise. The quality of tracking can degrade substantially if the quality of input template is not maintained.

The construction of the vehicle template via clustering relies on the fact that (in the present experimental setup) the foreground pixels from the same vehicle have smaller Euclidean distance to the pixels corresponding to the same vehicle, compared to pixels from different vehicles. Consequently, a density-based clustering algorithm can effectively group those foreground pixels into clusters. An off-the-shelf unsupervised clustering algorithm known as density-based spatial clustering of applications with noise (DBSCAN) [85] is applied,

(a) Estimated vehicle template using (b) Vehicle template using the convex (c) Estimated template computed DBSCAN, with holes due to errors in hull of the cluster in (a). Note this is with the alpha complex. the background subtraction step. an intermediate result.

Figure 3: Template construction of a pickup truck in Experiment A.


Figure 4: Templates of all vehicles in Experiment A. The template of each vehicle is enclosed by a yellow bounding box, and shows the front and rear bumper locations are also accurately determined (relevant for measuring vehicle gaps).
with a small transformation to the input video data to account for the periodicity of the image recorded by the panoramic camera (i.e., the fact that pixels near $x_{0}$ and $x=x_{\max }$ can correspond to the same vehicle).

The periodicity is addressed transforming the image into an annulus where the beginning and the end of the original image frame are connected, so that DBSCAN can be directly applied. The clustering in DBSCAN is controlled through two parameters corresponding to $(i)$ the maximum nearest-neighbor distance of points within the same cluster $d_{\text {max }},(i i)$ the minimum cluster size $n_{\text {min }}$. In the present work, we set $d_{\text {max }}$ corresponding to 2.5 pixels and $n_{\min }=15$ points. These parameters are observed to generalize well across the various experiments. Finally, the pixel clusters in polar coordinates are mapped back to the Cartesian coordinates for further analysis.

Each cluster identified in DBSCAN is converted into a vehicle template by construction of the alpha complex of the cluster. The the cluster alpha complex results in a possibly non-convex shape to define the vehicle, and can be computed via Delaunay triangulation of the point set [86]. Any missing pixels in the interior of the alpha complex are defined as belonging to the vehicle template, and consequently it "fills in" missing pixels in the template. An example of a cluster from DBSCAN, its convex hull, and the alpha complex are shown in Figure 3. The templates of all vehicles in Experiment A is shown in Figure 4

### 3.3. Object tracking

Object tracking in this application is the procedure to determine the locations of the vehicles over time. This objective can be achieved by means of frame-by-frame matching of the vehicle template to the foreground image. More precisely, the vehicle template is matched to a transformed image in which the background image has been subtracted and the resulting foreground noise is reduced using morphological operations. In the object tracking step, the RGB images are converted to a scalar greyscale quantity, so that standard implementation libraries (i.e., OpenCV [87]) can be used directly. The implementation details of the technique are as follows.


Figure 5: Illustration of the tracking algorithm. For every vehicle in every frame, a small neighborhood is selected based on the location of that vehicle in the previous frame. The template is used to locate the current position of the vehicle via convolution.

Let $\mathcal{T} \subseteq \mathcal{X} \times \mathcal{Y}$ be the union of the pixels defining the vehicle and the black pixels within the vehicle's smallest bounding box. Suppose $T(x, y)$ is a zero-average template of the vehicle constructed in the initial frame $t_{0}$, i.e.,

$$
\begin{equation*}
T(x, y)=\left.V\left(\tilde{x}, \tilde{y}, t_{0}\right)\right|_{(\tilde{x}, \tilde{y}) \in \mathcal{T}}-\frac{1}{|\mathcal{T}|} \sum_{(\tilde{x}, \tilde{y}) \in \mathcal{T}} V\left(\tilde{x}, \tilde{y}, t_{0}\right) \tag{3}
\end{equation*}
$$

In practice, the template is also constructed on frame $t_{0}=0$ unless otherwise specified.
Let $I(x, y, t)$ be a zero-averaged image over an area $\mathcal{I}(t)=\{(x+\Delta x, y+\Delta y)|(x, y) \in \mathcal{T},|\Delta x| \leq 10,| \Delta y \leq$ $2 \mid\}$ at time $t$ :

$$
\begin{equation*}
I(x, y, t)=\left.V(\tilde{x}, \tilde{y}, t)\right|_{(\tilde{x}, \tilde{y}) \in \mathcal{I}(t)}-\frac{1}{|\mathcal{I}(t)|} \sum_{(\tilde{x}, \tilde{y}) \in \mathcal{I}(t)} V(\tilde{x}, \tilde{y}, t) \tag{4}
\end{equation*}
$$

We estimate the current location of the vehicle by its shift $\Delta x$ and $\Delta y$ using a zero-centered cross correlation function:

$$
\begin{equation*}
\left(\Delta x^{*}, \Delta y^{*}\right)=\arg \max _{\Delta x, \Delta y} \sum_{(x, y) \in \mathcal{T}} I(x+\Delta x, y+\Delta y, t) \cdot T(x, y), \tag{5}
\end{equation*}
$$

which is more robust than Euclidean distance measures for noisy scenes 88 .
To avoid mismatching an adjacent vehicle, we search the template only in a small neighborhood of the vehicle location identified in the previous frame, as illustrated in Figure5. Specifically, we restrict $|\Delta x| \leq 10$ and $|\Delta y| \leq 2$, based on physical bounds on the vehicle velocities under small tracking errors (e.g., the vehicle speed is non-negative, but we allow a small search window backwards to allow for small negative tracking corrections).

Finally, the vehicle trajectories are mapped from video units into physical units. This involves converting time from frames into seconds and converting distance data from pixels into meters. Time conversion can be simply done using the fixed frame rate of 30 fps . To convert the distance measures, one can exploit the fact that the track is circular with a $260-$ meter circumference (at the center line of the vehicles). Hence, dividing 260 meters by 3840 pixels (the width of a frame), one obtains the conversion factor of $\frac{260}{3840} \approx 0.0915$ meters/pixel.

### 3.4. Noise reduction

To improve the quality of the data generated from the tracking algorithm, a basis spline (B-spline) noise reduction method is applied. We first describe the major types of noise observed in the dataset, and then describe the smoothing technique used to reduce the noise.

There are two primary sources of noise in the trajectory data produced from the image processing algorithm described above: i) quantization errors and ii) burst noise. Quantization errors arise from the
limited resolution of the panoramic camera. As a result, the distance measure is quantized to pixels, and time only advances in discrete steps of $\frac{1}{\text { framerate }}=\frac{1}{30}$ second. If left unsmoothed, this limited spatial and temporal resolution would restrict velocity estimates to integer multiples of $30 \mathrm{px} / \mathrm{s}$, or $2.03 \mathrm{~m} / \mathrm{s}$, and acceleration estimates to integer multiples of $900 \mathrm{px} / \mathrm{s}^{2}$, or $60.9 \mathrm{~m} / \mathrm{s}^{2}$, assuming finite difference estimates using directly adjacent frames are used. Burst noise is produced when irregular events occur during the experiments. The tracking algorithm is built upon a set of assumptions, for example, the background subtraction step assumes stable lighting conditions. While those assumptions hold true most of the time, they are occasionally violated due to changing light conditions resulting from fast-moving clouds, or mirror-like reflectivity (i.e., specularity) of the vehicle paint. In these cases, one may observe burst noise in the raw vehicle trajectories.

To reduce the noise described above, a fourth-order weighted B-spline smoother is applied to reconstructed trajectories, which is able to substantially reduce the noise 89,90 . The choice of a fourth-order B-spline allows for smoothness in the acceleration estimates of the vehicle trajectories. Concretely, the spline smoother uses a weighted square loss function, where splines are connected on the boundaries under $C_{3}$ continuity. The weights are chosen such that acceleration estimates obtained from the second derivative of the B-splines are observed to be within physically reasonable bounds. Additionally, a parameter called tolerance (precisely, a limit on the sum of the absolute error between the data points and the spline over an interval) is used to control the length of every individual fitting window. Because a fourth-order spline is uniquely defined by five points, fitting error will likely arise if more than five points are given. Very commonly, such fitting error increases with the length of fitting window. Therefore, one can implicitly control window length by specifying a tolerance value such that the window is as long as possible under the constraint that the fitting error does not exceed the tolerance. The influence of the tolerance parameter on the accuracy of the trajectories is explored in detail in the next section.

## 4. Data validation

The tracking algorithm described in Section 3 is validated both in terms of positional accuracy and in terms of velocity accuracy. Position estimates are compared with a manually labeled dataset, while the velocity data are validated by comparing to high-precision velocity data recorded on the highly instrumented University of Arizona Cognitive and Autonomous Test Vehicle (CAT Vehicle), which is vehicle number 20 in each experiment. The distribution of vehicle accelerations and fuel rate is also presented, due to the lack of validation datasets for these measurements.

### 4.1. Position accuracy

We compare the positions estimated from the image processing algorithm with manually labelled position data. Manual labels are generated through three human annotators using an online annotation tool, LabelMe 91]. The annotators were asked to label the rear bumper location of vehicle 19 and the front bumper location of vehicle 20. One annotator labeled frames at a framerate of 3 Hz , for a total of 900 frames (five minutes) of Experiment A. Two additional annotators were instructed to independently label the first 33 seconds of the experiment at the same frame rate, so that the inter-annotator agreement can be computed for the three annotators. The sample standard deviation of the position labels is 0.05 m ( 0.75 pixels). Consequently the human annotation data can be used as a precise proxy of the true position of each vehicle.

The position data extracted from the camera are compared on the 900 frame dataset using both the raw and the smoothed camera trajectory data of vehicle 19 and 20 . We treat the human annotated position estimates as the true position of the vehicle, from which error residuals and the standard deviation of the error distribution can be computed. The average error of the raw camera position estimates is -0.04 m , and the standard deviation of the errors is 0.12 m . The average error of the smoothed camera trajectory is less than 0.01 m , and the errors have a standard deviation of 0.11 m . The smoothed signal and the raw signal have similar position error distributions. The error distributions of the raw and noise-reduced position estimates are shown in Figure 6


Figure 6: Results of validation analysis on the position measurements in Experiment A.

(a) Comparison of velocity signals for vehicle 20 in Exper- (b) Validation of velocity signals for vehicle 20 in Experiment A. The raw camera speed signal (green), quantized iment A. Here the odometry velocity signal is selected as into integer multiples of $2.03 \mathrm{~m} / \mathrm{s}$ oscillates around the the reference. The difference between raw camera velocsmoothed camera velocity signal (red).
ity signal and the reference is shown in blue, while the difference between the smoothed velocity signal and the reference displayed in red.

Figure 7: Analysis on B-spline smoothing for noise reduction. The time series plot shows the effects of the B-spline smoother. The residual plot illustrates that the noise reduction method significantly improves the data quality.

### 4.2. Velocity accuracy

The accuracy of the smoothed camera velocity estimate is compared to the velocity recorded from an odometry sensor on vehicle 20 (the highly instrumented CAT Vehicle) in Experiment A. In the following discussion, we treat the odometry data from the CAT Vehicle as the true velocity signal from which errors are computed. We also compare the velocity recorded directly from the ScanTool OBDLink LX OBD-II scanner installed on all vehicles in the experiment (including the CAT Vehicle). Since the odometry-based velocity readings are recorded at 20 Hz , the 30 Hz camera data are downsampled from 30 Hz to 20 Hz for the task of velocity validation.

The difference between the raw camera signal and the smoothed camera signal is illustrated in Figure 7 for Experiment A. The effects of B-spline smoothing is demonstrated in Figure 7a, while the accuracy of the raw and smoothed camera velocity is shown in Figure 7b, In Figure 7a, the raw camera velocity contains clear quantization errors with a step size of about $2.03 \mathrm{~m} / \mathrm{s}$, while the smoothed camera velocity is free of the quantization errors. Irregularly large estimates, or burst noises, in the raw camera velocity such as 8.12 $\mathrm{m} / \mathrm{s}$ and $-2.03 \mathrm{~m} / \mathrm{s}$ are also removed in the smoothed data. As evident in Figure 7b the noise reduction technique converts the original noisy measurements to one that is one to two orders of magnitude closer to the odometry velocity.

(a) Distribution of difference between (b) Distribution of difference between (c) Distribution of difference between raw velocity and odometry velocity. OBD-II velocity and odometry veloc- smoothed camera velocity and odomity. etry velocity.

Figure 8: Results of validation analysis on the speed measurements in Experiment A.

(a) Comparison of velocity signals for vehicle 20 in Ex- (b) Validation of velocity signals for vehicle 20 in Experperiment A. The OBD-II recorded speed signal (green) is iment A. Here the odometry velocity signal is selected quantized in time and space. as the reference. The difference between OBD-II velocity signal and the reference is shown in blue, while the difference between the smoothed velocity signal and the reference displayed in red.

Figure 9: Comparison between smoothed camera velocity data and OBD-II velocity data.

In Figure 8, the error distributions of the raw camera velocity, the OBD-II recorded velocity, and the smoothed camera velocity for vehicle 20 in Experiment A are shown. The smoothed camera velocity error distribution has a standard deviation $(0.09 \mathrm{~m} / \mathrm{s})$ that is an order of magnitude smaller than the raw camera data ( $1.17 \mathrm{~m} / \mathrm{s}$ ), and it is also smaller than the OBD-II velocity error standard deviation $(0.37 \mathrm{~m} / \mathrm{s})$. The surprising finding that the camera speeds are more precise is due to the (undocumented) internal processing of the OBD-II signal that occurs either on the vehicle or in the OBD-II scanner. From Figure 9, we observe that the OBD-II recorded velocity is also quantized, and appears to hold the value of the recorded velocity constant over several seconds. This leads to larger errors than the smoothed camera velocity data.

### 4.3. Acceleration and fuel rate distribution

Due to the lack of other reliable measures against which the collected data can be validated, we show that the distribution of the accelerations and fuel rate data are physically reasonable (e.g., the accelerations lie within the bounds of the physical performance limits of the vehicles). The distribution of acceleration measurements for all vehicles in Experiment A is shown in Figure 10a, and the distribution of fuel rate measurements is shown in Figure 10b, For common commercial vehicles, the magnitude of acceleration is less than $5 \mathrm{~m} / \mathrm{s}^{2}$ and the limit of fuel rate less than $25 \mathrm{l} / \mathrm{h}$ [92, 93], and the collected dataset is shown to


Figure 10: Distributions of acceleration and fuel rate measurements in Experiment A.
comply these limits. In fact, the magnitude of acceleration rarely exceeds $1.5 \mathrm{~m} / \mathrm{s}^{2}$, and the fuel rate rate rarely exceeds $8 \mathrm{l} / \mathrm{h}$. The distributions of acceleration and fuel rate for the other experiments are similar to those of Experiment A, and therefore are not presented in this article. A summary of the upper and lower limits of the acceleration and fuel rate distributions for each experiment is tabulated in Table 1b.

### 4.4. Noise reduction parameters selection

Note that the results presented above are not too sensitive to the tolerance parameter of the B-spline smoother.Figure 11a shows the result of a sensitivity analysis, which illustrates that any tolerance value between 11 m and 17 m produces small error standard deviations in position data and velocity data. Figure 11 b indicates that the estimation bias in the position and velocity data are also minimized when the tolerance is between 11 m and 17 m . Consequently the tolerance parameter is set to be 14 m , which lies in the center of the optimal interval. Recall that the tolerance controls the cumulative error between the raw data and the B-spline, and indirectly controls the window (number of points fit with a single spline). When the tolerance is set to 14 m , the window typically contains hundreds or thousands of points.

Moreover, it is shown in Table 1 that the specific choice of the smoother parameter in Experiment A generalizes well to the other experiments. Specifically, we apply the optimal smoother parameter from experiment A to the remaining experiments, which were not used to determine the optimal parameter. Under the threshold choice of 14 m , the maximum (over all tests) mean error is $0.03 \mathrm{~m} / \mathrm{s}$ with a standard deviation of $0.11 \mathrm{~m} / \mathrm{s}$ of smoothed velocity error mean is $0.02 \mathrm{~m} / \mathrm{s}$, and the maximum ranges of smoothed velocity error standard deviation is $0.03 \mathrm{~m} / \mathrm{s}$. Therefore the selected smoother parameters generalize well to other experiments and the high quality velocity estimates are not an artifact of overfitting the tolerance parameter on a single dataset.

### 4.5. Data anomalies

Although the data collected from the experiments presented in this article are largely complete, there are a few anomalies that must be noted. These take the form of missing or erroneous measurements in the OBD-II data.

Concretely, the OBD-II fuel rate data ( $\mathrm{l} / \mathrm{h}$ ) contain missing entries, zero readings, and an inconsistency in sampling rate. OBD-II data is missing from the the following vehicles: Experiment D, vehicles 5 and 6; Experiment E, vehicle 3; Experiment F, vehicle 17; Experiment H, vehicle 4. Zero fuel rate readings are recorded for vehicle 15 in Experiment A for the first four seconds of the experiment. These missing data entries and zero readings are the result of operational errors with the OBD-II scanners during the experiment. Additionally, while the experiments are designed to collect OBD-II data at the maximum sampling rate of 20 Hz , the OBD-II scanner in vehicle 19 collected data at 10 Hz for all experiments due to an incorrect setting in the OBD-II logger.

(a) Error standard deviations as a function of the toler- (b) Error standard deviations as a function of the tolerance parameter used in B-spline smoothing.
ance parameter used in B-spline smoothing.
Figure 11: Results of parameter tuning using the position labels and odometry measurements in Experiment A.

| Exp. <br> No. | Raw velocity <br> error $(\mathbf{m} / \mathbf{s})$ | OBD-II <br> velocity error <br> $(\mathbf{m} / \mathbf{s})$ | Smoothed <br> velocity error <br> $(\mathbf{m} / \mathbf{s})$ |
| :---: | :---: | :---: | :---: |
| A | $0.02 \pm 1.17$ | $-0.18 \pm 0.37$ | $0.02 \pm 0.09$ |
| B | $0.02 \pm 0.65$ | $-0.18 \pm 0.32$ | $0.02 \pm 0.08$ |
| C | $0.03 \pm 0.62$ | $-0.16 \pm 0.47$ | $0.03 \pm 0.09$ |
| D | $0.03 \pm 0.64$ | $-0.17 \pm 0.28$ | $0.03 \pm 0.11$ |
| E | $0.02 \pm 0.61$ | $-0.17 \pm 0.45$ | $0.02 \pm 0.09$ |
| F | $0.01 \pm 0.61$ | $-0.23 \pm 0.34$ | $0.01 \pm 0.11$ |
| G | $0.01 \pm 0.61$ | $-0.21 \pm 0.82$ | $0.01 \pm 0.09$ |
| H | $0.02 \pm 0.61$ | $-0.20 \pm 0.57$ | $0.02 \pm 0.08$ |

(a) Velocity bias $\pm$ one standard deviation are reported.

| Exp. <br> No. | Acce- <br> leration <br> $\left(\mathbf{m} / \mathbf{s}^{2}\right)$ | Fuel <br> rate <br> $(\mathbf{l} / \mathbf{h})$ |
| :---: | :---: | :---: |
| A | $-3.17-1.79$ | $0.71^{*}-10.34$ |
| B | $-1.78-2.33$ | $0.89-09.38$ |
| C | $-1.70-1.65$ | $0.90-12.71$ |
| D | $-2.22-1.98$ | $0.77-13.65$ |
| E | $-2.46-1.85$ | $0.88-15.65$ |
| F | $-3.65-3.50$ | $0.76-22.12$ |
| G | $-5.35-4.19$ | $0.88-23.67$ |
| H | $-4.45-4.05$ | $0.86-23.45$ |

(b) Acceleration and fuel rate ranges.

Table 1: Summary of validation analysis on velocity, acceleration and fuel rate data. The velocity error for is defined to be the difference between the velocity measure of interest $v$ and the odometry velocity readings $v_{\text {odo }}$, i.e., $v-v_{\text {odo }}$. * The abnormal zero fuel rate readings recorded from vehicle 15 at the start of experiment A are excluded from the calculation.

| Exp. <br> mo. | No. of <br> vehicles | Instru- <br> ction <br> set | $\bar{v} \pm \sigma_{v}$ <br> before in- <br> tervention <br> $(\mathbf{m} / \mathbf{s})$ | $\bar{v} \pm \sigma_{v}$ <br> after inter- <br> vention <br> $(\mathbf{m} / \mathbf{s})$ | $\bar{r} \pm \sigma_{r}$ <br> before in- <br> tervention <br> $(\mathbf{l} / \mathbf{h} / \mathbf{v e h})$ | $\bar{r} \pm \sigma_{r}$ after <br> interven- <br> tion | Duration <br> $(\mathbf{l} / \mathbf{h} / \mathbf{v e h})$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| A | 20 | I | $3.11 \pm 0.80$ | - | $2.46 \pm 1.07$ | - | 416 |
| B | 20 | I | $2.81 \pm 0.69$ | - | $2.36 \pm 0.92$ | - | 442 |
| C | 22 | I | $2.37 \pm 0.55$ | - | $2.23 \pm 0.80$ | - | 388 |
| D | 21 | I | $3.15 \pm 0.70$ | - | $2.51 \pm 1.04$ | - | 480 |
| E | 19 | I | $3.88 \pm 0.91$ | - | $2.62 \pm 1.21$ | - | 333 |
| F | 19 | II | $7.68 \pm 0.96$ | $5.79 \pm 1.91$ | $3.90 \pm 2.34$ | $3.58 \pm 2.63$ | 175 |
| G | 21 | II | $5.27 \pm 2.63$ | $5.81 \pm 1.28$ | $4.21 \pm 3.28$ | $3.67 \pm 2.66$ | 587 |
| H | 22 | II | $5.07 \pm 2.46$ | $4.51 \pm 1.89$ | $4.14 \pm 3.04$ | $3.47 \pm 2.60$ | 545 |

Table 2: Summary of experiments conducted. Instruction set I is to "safely follow the vehicle in front as if in rush hour traffic", while instructions II is to "place an emphasis on closing the gap the the vehicle in front." In Experiments F, G, and H , the driver of a single vehicle was instructed intervene by maintaining a constant speed. $\bar{v}$ is the average velocity, $\sigma_{v}$ is the velocity standard deviation, $\bar{r}$ is the average fuel rate, and $\sigma_{r}$ is the fuel rate standard deviation. Note that after the second intervention in Experiment H , the average velocity is $2.35 \pm 1.21 \mathrm{~m} / \mathrm{s}$ and the average fuel rate is $3.33 \pm 2.39 \mathrm{l} / \mathrm{hr} / \mathrm{veh}$.

## 5. Experimental results

A total of eight experiments are conducted and briefly summarized below. The experiments are compared with respect to a number of quantitative measures. Because the track circumference is fixed, a change in the number of vehicles directly changes the density of traffic on the ring. We present the average velocity, which is proportional to the throughput for a fixed number of vehicles on the test. Two sets of driver instructions are also compared to show how the driver behavior influences the traffic flow. To quantify the velocity variability (which is used as a measure of the wave strength), the velocity standard deviation for critical intervals in each test is presented. Precisely, the wave strength is quantified as the standard deviation of the $m$ velocity measurements (per vehicle) from $n$ vehicles over a time interval. Let $v_{j}^{i}$ denote the $j^{\text {th }}$ velocity measurement from vehicle $i$. The velocity standard deviation is computed as

$$
\sigma_{v}=\left(\frac{1}{m n-1} \sum_{j=1}^{m} \sum_{i=1}^{n}\left(v_{j}^{i}-\bar{v}\right)^{2}\right)^{\frac{1}{2}}
$$

where $\bar{v}$ is the average velocity defined by:

$$
\bar{v}=\frac{1}{m n} \sum_{j=1}^{m} \sum_{i=1}^{n} v_{j}^{i} .
$$

Similarly, the average fuel rate $\bar{r}$ and fuel rate standard deviation $\sigma_{r}$ is also computed for each test.
For experiments A-E, the quantities are computed over the full experiment duration minus an initial period where the vehicles are accelerating from rest. In Experiments $\mathrm{F}-\mathrm{H}$, a single vehicle is commanded to reduce the speed (Experiment F) or maintain a target speed (G and H) to understand the influence of a single vehicle in the stream. In these tests, the relevant quantities are computed both prior to the intervention and after the intervention.

### 5.1. Quantitative descriptions of each experiment

The trajectory, velocity profile, acceleration profile, and fuel rate for each vehicle in each experiment is presented in Figure A. 1 through Figure A.8 in the Appendix. A brief description of each experiment is provided below, and a summary of the data collected is provided in Table 2.

In Experiment A, 20 vehicles are used on the 260 m track, and instruction set I is given to the drivers. The vehicle trajectories are shown in Figure A. 1 and small traffic waves are observed. The average speed is $3.11 \mathrm{~m} / \mathrm{s}$ with a velocity standard deviation of $0.80 \mathrm{~m} / \mathrm{s}$, and the average fuel rate is measured to be 2.46 $\mathrm{l} / \mathrm{h} / \mathrm{veh}$. The experiment is ended after 416 seconds.

Experiment B is conducted with the same vehicle density and set of driver instructions as Experiment A. The resulting traffic is slightly slower and less oscillatory than in Experiment A. The waves are shown in Figure A.2 where the average speed is $2.81 \mathrm{~m} / \mathrm{s}$, velocity standard deviation is $0.69 \mathrm{~m} / \mathrm{s}$. The fuel rate in this experiment is $2.36 \mathrm{l} / \mathrm{h} / \mathrm{veh}$. This experiment is ended after 442 seconds.

The vehicle density is increased from 20 vehicles on the 260 m track to 22 vehicles in Experiment C, while maintaining the same driver instruction set as before. The resulting traffic is both slower and has lower velocity standard deviation than both Experiments A and B. The traffic in Experiment C (shown in Figure A.3) has an average velocity of $2.37 \mathrm{~m} / \mathrm{s}$, and a velocity standard deviation of $0.55 \mathrm{~m} / \mathrm{s}$. The average fuel rate in this experiment is $2.23 \mathrm{l} / \mathrm{h} / \mathrm{veh}$, which is also lower than both Experiment A and B where the vehicle density was lower. The experiment is ended after 388 seconds.

Experiment D is conducted with 21 vehicles, and the average speed and velocity standard deviation increase with respect to experiment C. The average speed is $3.15 \mathrm{~m} / \mathrm{s}$ while the velocity standard deviation is $0.70 \mathrm{~m} / \mathrm{s}$. In this experiment, a higher fuel rate than in the previous experiment of $2.51 \mathrm{l} / \mathrm{h} / \mathrm{veh}$ is also observed. The resulting vehicle trajectories can be seen in Figure A.4. The experiment is ended after 480 seconds.

The last experiment conducted with Instruction set I is Experiment E. This experiment has the lowest vehicle density with 19 vehicles on the track. The result is faster moving traffic with stronger waves as seen in Figure A. 5 The average velocity in this experiment is $3.88 \mathrm{~m} / \mathrm{s}$ and the velocity standard deviation is $0.91 \mathrm{~m} / \mathrm{s}$. This is the fastest and most oscillatory traffic observed when instruction set I is used. This also results in Experiment E having the highest fuel rate of all experiments that use instruction set I, with a fuel rate of $2.62 \mathrm{l} / \mathrm{h} / \mathrm{veh}$. The experiment is ended after 333 seconds.

To contrast the effect on the development of traffic waves of the instructions given to drivers, Experiment F is also conducted with 19 vehicles on the track. However, different from Experiment E, in Experiment F, drivers are given instruction set II. In this case, a larger velocity standard deviation is observed compared to the experiments in which instruction set I was given, as seen in Figure A.6. The average velocity over the first 59 seconds of the experiment is $7.68 \mathrm{~m} / \mathrm{s}$, nearly twice the velocity in any of the previous experiments. Due to the substantial speed increase, the driver of the CAT Vehicle (vehicle 20) is told via radio to slow down and maintain a constant speed as a safety precaution. The result of this is a slowdown of all vehicles on the track, as seen in Figure A.6. The average velocity standard deviation over the first 59 seconds is $0.96 \mathrm{~m} / \mathrm{s}$ and the fuel rate over the same interval is observed to be $3.90 \mathrm{l} / \mathrm{h} / \mathrm{veh}$. The experiment is ended after only 175 seconds. After the conclusion of Experiment F, a safety check is performed with all drivers to address any potential safety concerns due to the higher speed. Due to the significant impact of the intervention by a single vehicle, and the short duration of the experiment, the results are presented here, but not used for further analysis.

Experiment G is conducted with 21 vehicles on the track, using instruction set II. The resulting traffic waves are larger than those in Experiment F, and significantly more pronounced than the oscillations observed in Experiments A through E. The average speed is $5.27 \mathrm{~m} / \mathrm{s}$ (velocity standard deviation of 2.63 $\mathrm{m} / \mathrm{s}$ ) and the fuel rate is $4.21 \mathrm{l} / \mathrm{h} / \mathrm{veh}$ over the first 312 seconds of the experiment. At this point, the driver of the CAT Vehicle is again instructed to drive with a constant speed, this time of $6.26 \mathrm{~m} / \mathrm{s}$ (specifically, the command to drive at 14 mph was given, since a US vehicle was used). However, due to the limits in the precision of human driving behavior, this speed is not strictly maintained by the CAT Vehicle. After the intervention the velocity standard deviation decreases by more than a half to $1.36 \mathrm{~m} / \mathrm{s}$. This indicates that a single vehicle may be able to reduce the speed variability of the flow. This is seen in Figure A.7. The experiment is ended after 587 seconds.

To further explore the difference in wave development under instruction sets I and II, Experiment H is conducted with instruction set II and 22 vehicles on the track. The average speed in the first 191 seconds of the experiment is $5.07 \mathrm{~m} / \mathrm{s}$, the velocity standard deviation is $2.46 \mathrm{~m} / \mathrm{s}$, and the average fuel rate is 4.14 l/hr/veh. As with Experiment G compared to D, Experiment H compared to C has significantly larger
waves, and a significantly higher fuel rate due to the change in the instructions. Again as in Experiment G, the driver of a single vehicle is instructed to maintain a constant after some time. In the case of Experiment H , this occurs twice: first after 191 seconds when the driver of the CAT Vehicle is instructed to drive at 5.36 $\mathrm{m} / \mathrm{s}(12 \mathrm{mph})$, and again after 411 seconds, when the driver of the CAT Vehicle is instructed to reduce the speed to $4.47 \mathrm{~m} / \mathrm{s}(10 \mathrm{mph})$. The influence of this intervention on the vehicle speeds and vehicle trajectories is observed in Figure A.8. The velocity standard deviation while the CAT Vehicle is intervening is lower than in the first portion of the experiment. Experiment H is ended after 545 seconds.

It is worth noting that no experiment with 20 vehicles and instruction set II is conducted due to time constraints on the day of testing.

### 5.2. Wave strength and fuel rate

The data presented in Table 2 summarize the results observed in the eight experiments. The general trends observed in the data are outlined as follows: $(i)$ the instructions given to drivers make a significant difference on the magnitude of waves; (ii) over the range of densities explored, lower density results in stronger waves (measured as the instantaneous velocity standard deviation of all vehicles averaged over the duration of the experiment) when instruction set I was given. A stronger wave is observed at a higher density when instruction set II is given; and (iii) stronger waves result in a higher fuel rate.

The velocity standard deviation depends strongly on the instructions given to the drivers. This is seen in Figure 12a, where the blue squares represent experiment runs in which drivers were given instruction set I and instructed to, "follow the vehicle in front and drive as if you were in rush hour traffic," while the red triangles are trials where drivers were given instruction set II and told to "place an emphasis on closing the gap with the vehicle in front."

The intensity of traffic waves observed also depends on the density of vehicles on the road. In this case, since the track length remains unchanged, the number of vehicles can be seen as a direct proxy for the vehicle density on the track. The relationship between the number of vehicles and the intensity of the waves as measured as velocity standard deviation is seen in Figure 12a. This shows a general negative correlation between the number of vehicles on the track, and the intensity of the waves observed when instruction set I is given. However, when instruction set II is given, the more aggressive driving behavior is consistent with the findings of Sugiyama, et al. 41] who report that waves are more prevalent at higher densities.

The effect of traffic waves on fuel rate is seen in Figure 12b where a clear increasing trend is observed between the velocity standard deviation and the average fuel rate. This result indicates that oscillatory traffic with a high velocity standard deviation is bad from a fuel rate standpoint.

## 6. Conclusion

This article describes a set of eight experiments in which 19 to 22 vehicles drive in a ring and traffic waves emerge. Each vehicle is instrumented with an OBD-II scanner to log the fuel rate throughout each experiment, providing a link between traffic waves and fuel consumption. Trajectory data is extracted via an image processing algorithm that produces accurate trajectories useful for microscopic traffic flow modeling and aid in understanding of the onset of oscillatory traffic. The datasets and the source code used to implement the processing algorithms are also published with this work.

The results of the experiments indicate that the onset of oscillatory traffic conditions depends on driver behaviors. Specifically, experiments in which drivers were instructed to drive more aggressively produced larger traffic oscillations compared to those in which such instructions were not given. Furthermore, we demonstrate that the behavior of a single vehicle in the flow is sufficient to significantly alter the overall traffic flow. This indicates that a single vehicle, if properly driven, could potentially reduce the severity of oscillatory traffic.
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## Appendix

Included in the appendix are the full verbal instructions given to the drivers in experiment set I and set II. In addition, the appendix contains vehicle trajectories for all experiments presented in this article. Trajectory plots are independently colored by the corresponding spacing (to the rear bumper of the front vehicle), speed, acceleration, and fuel rate data. The appendix also includes specifications of each vehicle used in the experiments in Table A. 1.

## Driver instructions

Instructions for experiment set I: Drive as you would if you were in rush hour traffic. Follow the vehicle ahead without falling behind. However, drive as safely as would on the road. Do not pass the car in front of you. Do not hit the car in front of you.

Instructions for experiment set I: Drive as if you were in rush hour traffic. Follow the vehicle ahead without falling behind. Do not pass the car ahead. Do not hit the car ahead. Drive safely at all times. Do not tailgate. But put an emphasis on closing up to the vehicle ahead, if a gap starts opening up.

## Data visualizations



Figure A.1: Visulization of Experiment A Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $10.34 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.2: Visulization of Experiment B Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $9.38 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.3: Visulization of Experiment C Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $12.71 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.4: Visulization of Experiment D Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $13.65 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.5: Visulization of Experiment E Data. Note that the color map fuel rate plot is capped at $61 / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $15.65 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.6: Visulization of Experiment F Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $22.12 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.7: Visulization of Experiment G Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $23.67 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.


Figure A.8: Visulization of Experiment H Data. Note that the color map fuel rate plot is capped at $6 \mathrm{l} / \mathrm{h}$ for enhanced visibility. A small fraction of measurements exceed $6 \mathrm{l} / \mathrm{h}$, the maximum of which reaches $23.46 \mathrm{l} / \mathrm{h}$. Black color indicates that no data is recorded.

## Vehicle specifications

| Veh. <br> Num. | Year | Make | Model | Length (m) | Consumption City ( $\ell / 100 \mathrm{~km}$ ) | Consumption Hwy. ( $\ell / 100 \mathrm{~km}$ ) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2013 | Dodge | Grand Caravan | 5.15 | 13.83 | 9.41 |
| 2 | 2013 | Dodge | Grand Caravan | 5.15 | 13.83 | 9.47 |
| 3 | 2012 | Dodge | Grand Caravan | 5.15 | 13.83 | 9.47 |
| 4 | 2012 | Chevrolet | Malibu | 4.87 | 10.69 | 7.13 |
| 5 | 2014 | Dodge | Grand Caravan | 5.15 | 13.83 | 9.41 |
| 6 | 2015 | Chevrolet | Suburban | 5.69 | 14.71 | 10.22 |
| 7 | 2016 | Chevrolet | Express 2500 | 5.69 | 21.38 | 14.70 |
| 8 | 2016 | Dodge | Grand Caravan | 5.15 | 13.83 | 9.41 |
| 9 | 2013 | Chevrolet | Silverado | 5.22 | 15.67 | 10.68 |
| 10 | 2014 | Chevrolet | Silverado | 5.21 | 13.07 | 9.80 |
| 11 | 2014 | Chevrolet | Malibu | 4.86 | 9.41 | 6.53 |
| 12 | 2014 | Chevrolet | Malibu | 4.86 | 9.41 | 6.53 |
| 13 | 2016 | Chevrolet | Malibu Limited | 4.86 | 9.80 | 6.92 |
| 14 | 2015 | Chevrolet | Malibu | 4.92 | 9.41 | 6.53 |
| 15 | 2012 | Chevrolet | Malibu | 4.87 | 10.70 | 7.13 |
| 16 | 2012 | Dodge | Grand Caravan | 5.15 | 13.83 | 9.41 |
| 17 | 2013 | Chevrolet | Impala | 5.09 | 13.07 | 7.84 |
| 18 | 2015 | Chevrolet | Malibu | 4.86 | 9.47 | 6.53 |
| 19 | 2016 | Chevrolet | Suburban | 5.70 | 14.71 | 10.22 |
| 20 | 2009 | Ford | Escape Hybrid | 4.44 | 6.92 | 7.84 |
| 21 | 2014 | Chevrolet | Malibu | 4.86 | 9.41 | 6.53 |
| 22 | 2012 | Chevrolet | Malibu | 4.87 | 10.70 | 7.13 |

Table A.1: Vehicle properties of all vehicles used in the experiments.

## Experiment fleet

| Veh. <br> Num. | $\begin{gathered} \text { Exp. } \\ \text { A } \end{gathered}$ | $\begin{gathered} \text { Exp. } \\ \text { B } \end{gathered}$ | Exp. <br> C | Exp. D | $\begin{gathered} \text { Exp. } \\ \text { E } \end{gathered}$ | $\begin{gathered} \text { Exp. } \\ \text { F } \end{gathered}$ | Exp. <br> G | $\begin{gathered} \text { Exp. } \\ \text { H } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | $\times$ | $\times$ | $\times$ |  |  |  | $\times$ | $\times$ |
| 2 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 3 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 4 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 5 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 6 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 7 | $\times$ | $\times$ | $\times$ | $\times$ |  |  |  | $\times$ |
| 8 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 9 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 10 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 11 | $\times$ | $\times$ | $\times$ | $\times$ |  |  | $\times$ | $\times$ |
| 12 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 13 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 14 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 15 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 16 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 17 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 18 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 19 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 20 | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 21 |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |
| 22 |  |  | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ | $\times$ |

Table A.2: Vehicles used for each experiment. An $\times$ appears of a vehicle was used for a given experiment. Each vehicle has a single unique driver over all experiments.
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