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Abstract. We investigate the benefit of data integration and curation services 

for the current refugee crisis and proposed an architecture to support 

development of innovative solutions. We focus on developing a multi- / cross-

lingual semantic data curation pipeline enriched with natural language 

processing capabilities in order to a) improve decision making capabilities of 

public authorities with data driven dashboards; b) stimulate the development of 

innovative application and services supporting integration of refugees; and c) 

improve the use of open data for tackling the societal challenges. 
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1. Introduction  

Open data initiatives and big data technologies can help EU economy to create better 

solutions for effective use of infrastructure such as housing and education, delivery of 

integration services for various domains including public health management and 

social cohesion, and developing a workforce to move towards a skill based economy 

[1, 2]. Moreover, mobile technologies and web based services can exploit the rich 

open data sources to create innovative products [3]. Despite of being a tremendous 

resource, open data, especially open government data, is yet largely untapped. 

According to an assessment carried out by the European Data Portal team Open Data 

Maturity is just 44% whereas Open Data readiness is 45% in member states [10]. 

Although Open Data can help overcome certain economic constraints, developers 

tended benefit only small range of it, most limited with transportation and mobility.  

The major obstacle to develop innovative knowledge services and applications by 

exploiting the open data is related with the lack of the data integration and curation 

services [4]. Today, many service and mobile app developers requires access to 

timely and interpretable data to address raising societal needs and challenges.  Most 
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of the times they experience difficulties to identify data sources, understand the data 

representation schemas and accessing requirements, interpret different formats and 

merge into single usable schema, moreover deal with multilingual data X5]. All these 

preprocessing steps does not fit the real life requirements of entrepreneurs. In most of 

the cases, companies are under pressure to deliver their products in short time to 

answer raising demand. Moreover, their human capital and expertise in technologies 

are shaped around their core business, which not necessarily capable of dealing with 

data integration challenges. Therefore, next generation companies will need 

supporting data curation services to exploit the open data in their product 

development cycle.  

In this research, we investigate the benefit of data integration and curation services 

for the current refugee crisis and proposed an architecture to support development of 

innovative solutions.  

2. Refugee Crisis and Promises of Data Driven Services  

The unprecedented human crisis generated by the wars in European Union 

neighborhood such as Libya, Syria, Iraq as well as further conflicts in Africa -Somalia 

or Middle East - Afghanistan have put a tremendous pressure on EU social and 

political system, with refugee waves never encountered since the Second World War. 

According to the International Organization for Migrants (IOM), since January 2015, 

1.103.496 migrants, including asylum seekers, are reported to have arrived to Europe 

by land and sea routes [11]. Only in 2015 Germany alone received ~1.1M refugees 

[12]. The current humanitarian crisis is unprecedented with an appalling cost in short 

run, whereas in the long-run, much will depend on how well successful refugees are 

integrated [6]. 

The influx of refugees and migrants into Europe is conjuring new frontiers: a 

unique feature of most adult refugees is the connectivity of these refugees via 

smartphones that functions as their main lifeline to the wider world [7]. To this, 

several apps have been launched to help refugees integrate in recent months while 

activists have turned to crowdfunding and other online initiatives to help refugees find 

housing or jobs [13, 14, 15]. However, what may look, at first sight, like a lively 

ecosystem is only a collection of apps that have been developed independently and 

will disappear unexpectedly because of absence of use, leaving an empty space that 

will be difficult to be covered by a second generation of applications or services.  

What we see as an unprecedented opportunity is in case we can come up with the 

necessary business model innovations that will help shift the balance from burden to 

benefit by making use of data driven decision making and service provision.  In this 

scope our aim is to support independently developed applications and to strengthen 

the sustainability of the adhocracy of the existing ‘ecosystem’ by means of offering a 

systematized support for curating data.  

From our side we consider that it is in the interest of all data users, i.e., not only the 

refugees, asylum seekers and migrants themselves but also the authorities in the 

several countries of EU as well as non-governmental organisations (NGOs) and 

activists to be able to access high-quality data which have integrity.  



A Framework for Applying Data Integration and Curation Pipelines 587 

There are a set of challenges to produce and maintain high-quality data which goes 

beyond the capabilities of any independent app creator. First challenge is regarding 

accessing data required for smart policy making at governmental and administrative 

level. Although there are considerable amount of open data initiatives in EU, it is 

difficult to collect and curate data required planning for basic needs of refugees such 

as housing, employment and education. Next challenge is the variety of the data 

sources including websites, social media, open government portal provides wide 

range of structured, semi structured and unstructured data. Lastly cross lingual 

support is a challenge since the source and receiver of information requires different 

language sets.  

3. Scope and Underlying Technologies 

The main objective of our work is develop a multi-cross lingual semantic data 

curation pipeline enriched with natural language processing capabilities in order to a) 

improve decision making capabilities of public authorities with data driven 

dashboards; b) stimulate the development of innovative application and services 

supporting integration of refugees; and c) improve the use of open data with semantic 

services for tackling the societal challenges. Such a data curation pipeline provides 

multilingual data integration services for data driven product development and will 

offer APIs to any end user that wants to connect and provide applications for the 

needs of migrants and refugees as well as for the need of governments and NGOs. 

This poses the need for taking a more holistic approach to the entire data value 

chain that our research addresses, as described in the next section. In particular, our 

work concentrates on collecting, aggregating and integration data from a multitude of 

sources, which broadly fall into three categories:  

• Closed data sources: private data which is available within the member 

organisations of the consortium such as refugees’ personal health records [16]. 

This private data has to be protected against both accidental data leakages and 

unauthorized access.  

• Open data sources: sources with data which has been made available to the 

public due to legislation such as the “freedom of information” act. This data 

mostly includes statistical data. Examples include World Health Organization’s 

global health observatory data, European Union Open Data Portal, data sets from 

open health data, European Data Portal, World Bank Health Data, open 

government data portals.[17-20]  

• Social media sites: user generated content from social media sites has to be 

accessed and integrated on a per-site basis. Data from such sites will provide 

knowledge about refugees.  

Most of the aforementioned data sources contain also geospatial data for which the 

data fusion process has more specialized requirements. Due to the nature of the data, 

the geographical data points have to be combined based on geographical features such 

as e.g. proximity. In addition, the temporal nature of e.g. movement data needs to be 

preserved.  
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Linked Data and Semantic Web technologies simplify data integration for 

knowledge-intensive applications by enabling a Web of interoperable and machine-

readable data based on formal and explicit descriptions of the structure and semantics 

of the data [23]. The fundamental building blocks for Linked Data are the graph-

based data model of RDF [24], the Linked Data principles [25], and formal and 

domain specific semantics [26]. The benefits of Semantic Web technologies include 

simplification of information retrieval [27], information extraction [28] and data 

integration [29].  

The Linked Data principles have been adopted by an increasing number of data 

providers, especially from the Linking Open Data community, which makes free and 

public data available as Linked Data. At the time of writing, approximately 300 

different sources following the Linked Data principles are available. Specifically 

linked open government data promises an opportunity for people and companies to 

earn money and reap value from this high-quality & free information out there [8].  

For many organizations who publishes open data there is a tradeoff between high 

quality data generation (requiring non-trivial human expert input) and massive data 

generation (requiring low human processing cost) [18]. As low cost open data 

publishing becomes more predominant, the urge for advanced data integration and 

curation approaches increases. In this sense, Linked Data and related Semantic 

technologies provide the foundational infrastructure to enable data fusion using data 

from different sources. Linked Data allows for addressing the structural, syntactic or 

semantic heterogeneity of data resulting from data access to multiple data sources 

with different formats, schemas or structure. [30, 31]. 

4. Requirements and Design Principles 

The proposed semantic data curation pipeline architecture aims to provide a service 

integration and collaboration platform for small and medium size enterprises to foster 

the development of data driven services and products. Today big data start to 

transforms businesses in all over the world and already many entrepreneurs created 

business models reliant on data.  Although big data offers substantial value to 

organizations, it also brings many challenges to deal with data variety and quality 

issues. Addressing societal challenges with big data driven solutions may depend on 

consuming third party generated data created in diverse contexts with different set of 

goals.   Adaptation and repurposing of the third party data requires specific expertise 

and in most cases involvement diverse technologies at the different stages of the data 

curation pipeline. The semantic data curation pipeline will enable emergence of high 

quality data driven business models for knowledge organizations.  It will serve to 

companies, local and central governments and NGOs to build their data driven 

services and products to tackle social, economic and health care challenges of 

migrants and refugees.  Smart application related with housing or job allocation, multi 

lingual screening programs related with emerging public health threats, targeted 

training and education programs to build qualified workforce can be mentioned 

among them.  

The core value of the semantic data curation pipeline will be improving data 

quality and completeness as well as ensuring the verifiability and data provenance. 
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Trustable and high quality data sets will have a positive impact on businesses by 

improving decision making capabilities based on big data analysis, It will also serve 

as a collaboration framework for small and medium size businesses to build their 

products in a value change, such as integrating cloud storage solution, multilingual 

translation services and data analysis solution from different partners within a single 

production line. In our work we have defined four guiding design principles for the 

semantic data curation pipeline to meet specified requirements of businesses:  

1) To facilitate the orchestration of mature and readily available technologies 
The proposed semantic framework should support service integration for delivering 

high quality and verifiable data. It should allow for 3rd parties i.e. government 

organizations and NGOs to introduce, test and validate their Apps or systems as a part of 

the curation pipeline. Introduced technologies can support one or more curation level 

which comprises different roles as follows: 

(a) Discovery and acquisition of structured and unstructured data typically by registering 

to the Data Lakes (see also[32]); (b) Interpretation, annotation and providing 

multilingual support. Also includes indexing of collected, analyzed and curated data 

for efficient querying, metadata maintaining and semantic linking; (c) Analyzing data 

for posterity ensuring reliability, accessibility and retrieval capacity for future use and 

reuse; (d) Storing data for long term access, use and reuse; (e) providing access to 

external parties with a focus of selling integrated data and offering data driven 

services and products 

2) To improve the availability of multilingual machine discoverable data 
Lack of multilingual machine discoverable data sets is one of the major shortcomings 

for stakeholders who are tackling challenges related with migration issues at large. The 

semantic data curation pipeline and big data platform should help to create large-scale, 

multilingual, semantically interoperable integrated data assets that will be of value and 

utility to the following perspectives:  

(a) IT Environment Set-up: By allowing connection to data lake API, to enable NGOs, 

Governments and European companies to build innovative multilingual products and 

services to help various groups of migrants and refugees understand the basics they 

can avail in each EU country. (b) Social objectives: to support refugees and migrants 

in their adaptation and integration, and facilitate public authorities and NGOs in 

optimizing their resources by data driven decision making. 

3) To create a multi sectoral value chain to address the needs of refugees 
The value of the aspired infrastructure will be serving as a one-stop service platform to 

support needs of refugees and migrants. The value chain should be achieved by integrating 

and linking multi sectoral data by developing a contextual model to address social and 

economic needs of refugees. A contextual model for life events of targeted population can 

facilitate integrating information around needs in regard to immediate health risks, 

education, social support and employment.  Our aim is to specify, develop and evaluate a 

life-event oriented, integrated, interoperable Pan-European platform for online one-stop 

analysis, filtering and visualization of added value information and provision of services 

for refugees. Such a platform would be accompanied by a coherent services and products 

for realising and exploiting refugees’ needs. 

4) To accelerate the development of new products and services 
The curation pipeline can accelerate development of new products and innovative reuse of 

existing ones by supplying high quality curated data sets. The various use cases can 

demonstrate how a data management or data analytics product successfully marketed in 
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another domain can benefit from data curation to extend its market. Products that applies 

the big data analytics solutions in various domains can be easily adopted to provide 

solutions for refugee crisis.  

5. The Proposed Data Value Chain 

We propose a five layer semantic data curation pipeline to meet above mentioned 

requirements and principles of value chain. It should be noted that the aforementioned 

requirements are not author-driven i.e. they were not dictated by the authors of this 

article but were acquired through the exploratory phase of our research to reflect real 

needs that have appeared either from the demand side namely the refugees themselves 

or the supply side namely the companies or the organisations that have offered Apps 

and services to satisfy such needs. The data value chain consists of 5 stages spanning 

from the data acquisition phase to the data usage phase. Layers and corresponding set 

of technologies is involved for extracting and integrating data from a variety of open 

data sources and delivering semantically enriched data to consumers as follows:  

1. Data Acquisition: Technology responsible for discovering and registering structured 

and unstructured data from open data sources like Pan-European Open Data, Twitter, 

Facebook, etc. With this technology, an archiving platform will retrieve, structure and 

process large amounts of web content applying intelligent harvesting operations over 

hypertext, images, linked files, among other associated contents. 

2. Data Interpretation and Multilingual Interoperability: Technology responsible to 

ensure multilingual translation of discovered and registered data from open data 

sources, building upon metadata management an indexing system for efficient 

querying and browsing over the data collected. Within this technology, proposed 

industry standard formats such as TMX will be applied for creation and maintenance 

of translation memories.  

3. Data Analysis and Curation: Technology responsible for enabling the extraction of 

annotated datasets from structured and unstructured data, providing a semantic 

enrichment over the data which enhances the data usage and analysis. Within this 

technology a suite of statistical services will be provided as the tools to analyse, 

explore and extract insights based on prediction and correlation of data. 

4. Data Storage: Technology responsible for the provision of a public-facing web 

repository, providing a scalable and secure storage system of the collected data, and 

an archiving mechanism, enabling an easy way to preserve, view, interrogate and 

reuse the content data.  

5. Data Usage: This step comprises an API layer, localization service, and an analytics 

and decision making platform for data consumption. 

• API engine: This technology will be responsible for providing and managing 

accesses to external players consuming the curated data. 

• Localization services: This technology will be used to translate information into 

languages used by major migrant groups. 

• Analytics and decision making platform: This technology will be used for 

consuming the curated data and supporting employment and recruitment needs 

for refugees, migrants and asylum seekers, exploring information of various 

European countries and regions. 
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6. Conclusions 

Currently, the use of publicly available data to facilitate interactions between public 

administrators, business and refugees is limited. Mostly the refugees use very specific 

applications developed in each country. Typical functionalities offered by existing 

applications allow refugees to access very particular information. Our proposed 

semantic curation pipeline will improve comprehension and increase accessibility of 

open data for developing services to tackle integration problems of refugees, thereby 

ensuring effective transparency of information. In order to accomplish this vision, we 

will realize an integrated five step technical solution so that at the end refugees will 

receive valuable information about their life-events. For this goal, we have developed 

a framework to provide a systematic transfer of information and technology across 

different sectors and a developed a data sharing and linking culture.  

The benefits we see from the proposed system are related at a large extent to the 

benefits of any system that makes use of open public data in terms of fostering 

innovation.  However, early adopters of open data driven solution should be aware of 

three possible pitfalls, namely: “1) thinking of open data as a technical process rather 

than a culture change or innovation process;  2) getting trapped in outdated business 

models of data sale as revenue ; 3) starting with the data rather than specific issues or 

challenges” [33]. In our case, we believe that targeting the societal challenge that 

Europe faces nowadays will lead the proposed framework in a sustainable innovation 

platform and open new opportunities for solving business and societal challenges. 
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