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Abstract. Think-aloud is a de-facto standard in user-based usability evaluation 

to verbalize what a user is experiencing. Despite its qualities, it has been argued 

that thinking aloud affects the task solving process. This paper reports from an 

empirical study of the effect of three think-aloud protocols on the identified us-

ability problems. The three protocols were traditional, active listening and 

coaching. The study involved 43 test subjects distributed on the three think-

aloud conditions and a silent control condition in a between-subject design. The 

results show that the three think-aloud protocols facilitated identification of the 

double number of usability problems compared to the silent condition, while the 

problems identified by the three think-aloud protocol were comparable. Our re-

sults do not support the common emphasis on the Coaching protocol, while we 

have seen that the Traditional protocol performs surprisingly well.  

Keywords: Usability evaluation; thinking aloud; verbalization; think-aloud pro-

tocols; empirical study. 

1 Introduction 

Software organizations and developers increasingly emphasize usability as a software 

quality characteristic [21], and usability evaluation is a key tool to improve usability 

[17, 21]. User-based usability evaluation is an approach to evaluation that produces 

two types of results [5, 21]: (1) usability measures and (2) usability problems. 

Usability measures include various quantitative assessments measured directly or 

indirectly during a usability evaluation. The three factors in the classical ISO defini-

tion of usability are examples of this [13]: effectiveness, efficiency and satisfaction. 

Usability problems are a list of problems that have been experienced by users dur-

ing a usability evaluation that involves usage of the evaluated software. They are 

typically expressed in a format that enables developers to enhance the usability of a 

user interface design. Usability problems are also useful as means to understand a 

particular usability measure, e.g. why efficiency is low [21]. 

Think-aloud protocols are widely applied in user-based usability evaluations [5, 17, 

21]. This technique was originally introduced in psychology to p roduce rich data 

through verbalization of cognitive processes [6]. While there is general agreement 

about the strength of thinking aloud, there have also been concerns that it affects the 



task solving process of the test subjects. Yet the amount of systematic empirical stud-

ies of the effect of thinking aloud is limited. A recent study of three different think-

aloud protocols characterized the literature on think-aloud protocols as being unclear 

with respect to the protocols applied. With a focus only on usability measures, i.e. 

effectiveness, efficiency and satisfaction, they found that different protocols affect the 

usability measures differently [19]. However, they did not deal with usability prob-

lems, and previous studies of this point in various directions. 

This paper reports from an empirical study of the effect of different think-aloud 

protocols on the usability problems that are identified in a user-based usability evalua-

tion. The study also replicates a previous study of the effect on usability measures 

[19], and compares the results on the two types of measures. In the following section, 

we present related work. This is followed by a description of the method applied in 

our empirical study. Next we provide the results and discuss these in relation to previ-

ous studies as well as their implications for usability practitioners and researchers. 

Finally, we provide the conclusion and point out avenues of future work. 

2 Related Work 

This section presents an overview of related literature on think-aloud protocols. 

2.1 The Traditional Think-Aloud Protocol 

The think-aloud protocol was originally described by Ericsson and Simon in 1984 [6] 

as a technique to study cognitive processes through verbalization. They divided ve r-

balization processes in three levels. Level 1 and 2 are verbalizations that do not dis-

tract a subject from the current activity and rely only on information in the subject’s 

short term memory. On these two levels , a participant can be probed or reminded to 

continue verbalizing, e.g. by saying “Keep talking” or “Um-humm”. The assumption 

is that this probe limits  distraction from the current task. Level 3 is verbalizations that 

distract a subject from the current activity and draw on the subject’s long term 

memory. Ericsson and Simon argued that reliable verbal reports can be produced 

during task solving provided they do not require participants to carry out additional 

cognitive processing. They asserted that only verbalizations from level 1 and 2 are 

valid as rich data to understand cognitive processes , because verbalizations from level 

3 distract the subject [6]. 

The challenge for usability evaluators is that they can see what a user is doing but 

not why. Thinking aloud has been introduced to overcome this. The idea is that  when 

users are working with an interactive system they express what their intentions are 

and from that the reasons behind their difficulties can be inferred  and compared with 

what they are actually doing [21]. 

In a usability evaluation with the Traditional think aloud protocol, the test modera-

tor will have minimal interaction with the users and only use the phrase “Keep talk-

ing” when the user stops thinking aloud. The test moderator will not embark on any 



conversation or provide assistance of any kind. Thinking aloud is usually related to 

laboratory-based testing, but it has also been used in other settings, e.g. [1, 3, 11]. 

2.2 Other Think-Aloud Protocols 

There is a variety of other think-aloud protocols. Based on field observations of us a-

bility evaluations, Boren and Ramey [2] conducted observations of usability practi-

tioners in software companies. They found several discrepancies between the trad i-

tional protocol and the way the practitioners conducted the evaluations and in particu-

lar the probes they used. They argue that the traditional protocol with an entirely pas-

sive listener is unnatural, and “a speech communication perspective may well inter-

pret silence interspersed with commands to keep talking as a more abrasive form of 

contact” [2, p. 269]. Instead, they propose a protocol that reflects the way human 

beings naturally communicate, with a combination of statements by a speaker and 

some of feedback or acknowledgment from a listener. The feedback uses a back 

channel from the listener to the speaker, confirming for the speaker that there is actu-

ally an “active listener”. Boren and Ramey [2] suggest that the feedback that is most 

effective is the quiet, affirming “Um-humm” response given at relevant times ; and if 

the test subject goes quiet, the active listener can repeat the last word the speaker said 

with a questioning intonation. 

In usability evaluations with the Active listening think-aloud protocol, the test 

moderator will be an active listener providing acknowledging expressions. The mod-

erator will not ask questions directly or start a conversation, but only use verbal ex-

pressions like “Um-humm” or “ahh”. If users stop thinking aloud, the test moderator 

will repeat the last word expressed by the user. 

There are several think-aloud protocols in usability evaluation practice that go be-

yond the traditional and active listener protocols. In practice, a test moderator will 

often try actively to get the test subjects to talk about their intentions, thinking, under-

standing and mental model. This is accomplished by using probes that are much more 

intrusive. Dumas and Redish [5] present “active intervention” as a technique where 

the test moderator asks questions in an active manner to get an understanding of the 

test subjects’ mental model of the system and its functioning. Such an intrusive proto-

col with extensive conversation has been denoted as coaching [19]. 

In a usability evaluation with the Coaching think-aloud protocol, the test moderator 

will be empathetic and encourage the test subject, e.g. by stating that “everybody has 

problems with this part of the system” if test subjects express frustration or feel ins e-

cure. The moderator may also express sympathy and give confirming feedback, e.g. 

“well done, you are doing great” when they have completed. When test subjects come 

to a complete stop, the moderator may assist by asking questions , e.g. “what options 

do you have?” or “what do you think happens when you click on that menu item?”   

2.3 Empirical Studies of Think Aloud Protocols  

There is a range of empirical studies of various think-aloud protocols. An early study 

[25] focused on the coaching protocol, showing that the level 3 verbalizations used in 



this protocol improved the test subjects’ performance , which made them conclude that 

level 3 verbalizations in usability evaluation imply a bias. 

Another early study [9] examined four user-based usability evaluation methods 

(logged data, questionnaire, interview, and verbal protocol analysis). They found that 

the verbal protocol analysis was most efficient, and even using two evaluation meth-

ods made no statistically significant improvement over the verbal protocol analysis. 

A study by Krahmer and Ummelen [14] compared the traditional protocol [6] with 

active listening [2]. They found that in the active listening condition, more tasks were 

completed and the participants were less lost on the website. However, the website 

was untypical, and their active listening protocol included elements of coaching. 

A more recent study by Hertzum et al. [10] compared the traditional and the coach-

ing protocol. They found that with coaching, the subjects spent more time solving 

tasks, used more commands to navigate and experienced higher mental workload. 

A study by Rhenius and Deffner [20] focused on the relation between verbalization 

and where test subjects were looking. By using eye tracking they showed that where 

test subjects were looking was directly related to what they were verbalizing, and 

concluded that verbalizations and short term memory are synchronized. 

Table 1. Overview of the literature that assess think-aloud protocols. 

 Description 

of protocol 

Assessment of protocol based on 

Usability measures Usability problems 

Traditional [6] [10, 14, 19] [8, 15] 

Active listening [2] [14, 19]  

Coaching [5] [10, 18, 19, 25] [26] 

 

The related work that assesses think-aloud protocols is listed in Table 1. Apparent-

ly, these focus mostly on usability measures. We have only found two empirically 

based assessments of the usability problems identified with different think-aloud pro-

tocols. One study compared the traditional with a retrospective think-aloud protocol. 

The two protocols revealed comparable sets of usability problems [8]. Another study 

compared the traditional and the coaching protocol. They found that coaching identi-

fied more usability problems related to dialogue, navigation, layout and functionality, 

but the unique problems of this condition were less severe [26]. This limited focus on 

usability problem identification confirms the general critique of usability research for 

facing major challenges [7, 24] and having little relevance to practice [23].  

2.4 Empirical Studies of Thinking Aloud in Practice 

It has been argued that usability evaluation practice needs level 3 verbalizations de-

spite their influence on task solving. Practitioners argue that level 3 gives the most 

useful data for identifying usability problems in interactive software systems [19]. 

There are only few empirical studies of think-aloud protocols in practice. Nørgaard 

and Hornbæk [18] observed and interviewed practitioners on the way they conducted 



usability evaluations. They found that practitioners often asked hypothetical or lead-

ing questions, which would elicit level 3 verbalizations [19]. Another study explored 

the use of think-aloud protocols by usability practitioners. They found that the think-

aloud technique was generally appreciated, but divergent practice was reported [15]. 

Several researchers have requested additional research in the effects of various 

think-aloud protocols in usability evaluations, e.g. [2, 14], as it is not clear which 

protocol usability practitioners should employ in different situations. 

3 Method 

We have conducted an empirical study of the three think-aloud protocols in Table 1. 

The aim was to study the effect of these think-aloud protocols on the identification of 

usability problems. Part of the study also replicated a study of usability measures [19].  

3.1 Experimental Conditions 

Our empirical study was designed to compare the following four conditions: 

 Traditional: the protocol originally suggested by Ericsson and Simon [6], where 

the test moderator is only allowed to probe with “Keep talking” when the test sub-

ject has been quiet for a while. 

 Active listening: the protocol suggested by Boren and Ramey [2] where the test 

administration provide feedback or acknowledgment to the test subject by co n-

stantly probing with “Um-humm” 

 Coaching: the protocol that is generally used in usability evaluation practice 

where the test moderator is engaged in a continuous conversation with the test 

subject. 

 Silent: the test moderator does not to talk at any point during the evaluation ses-

sions, except when introducing test subjects to the experiment and tasks. The test 

subjects are specifically asked not to think aloud. 

The first two protocols, Traditional and Active listening, support level 1 and 2 ver-

balization, thereby providing what is assumed to be the most reliable data. The coach-

ing protocol supports level 3 verbalizations where the probes are expected to initiate 

use of the long term memory of the test subjects. The Silent condition is a benchmark. 

3.2 System 

The system evaluated is a data-dissemination website (dst.dk) that provides publicly 

available statistics about educational levels, IT knowledge and skills, economy, em-

ployment situation etc. in Denmark. It is the same type of website as in [19]. 

3.3 Participants 

Users. All participating users were invited through emails distributed to the whole 

university. In total we recruited 43 participating users divided on four different demo-



graphical profiles, including 15 participants from technical and administrative per-

sonnel from different departments, 13 faculty members from Ph.D. students to profes-

sors from different departments, and 15 students in technical and non-technical educa-

tions. All participants were given a gift with a value corresponding to 20 USD.  

We distributed the participants evenly according to their demographic profiles over 

the four experimental conditions , see Table 2. 

Table 2. Distribution of participants on conditions and demographic profiles, TAP = Technical 

and Administrative Personnel n = number of participants. 

 Coaching 

(n=10) 

Active listening 

(n=11) 

Traditional 

(n=11) 

S ilent 

(n=11) 

Mean age (SD) 34.9 (10.6) 33.2 (10.9) 37.5 (16.5) 40.8 (13) 

Females / Males 4 / 6 5 / 6 7 / 4 6 / 5 

TAP / Faculty / Students 5 / 2 / 3 3 / 3 / 5 4 / 3 / 4 4 / 4 / 3 

Test Moderators. We used four test moderators in this experiment, all of whom had 

previous experience in moderating usability evaluation sessions. We chose to apply a 

single test moderator for each condition. To avoid test moderators introducing a bias, 

none of them took part in planning the study, analysing the data or writing this paper. 

Evaluators. The two authors of this paper analysed all video material from the 43 

evaluation sessions. Both have extensive experience in analys ing video data. To re-

duce possible bias from learning, the evaluators analysed the collected data in differ-

ent (random) orders. The moderator/analyst separation is uncommon in practice, but 

was necessary to reduce bias  from experimenter expectancy. 

 

 

Fig. 1. Layout of the usability laboratory. The test moderator was located in the control room 

(A) and the user in test room 1 (B). 

3.4 Setting 

All usability evaluations were conducted in a usability lab, see Figure 1. The test 

moderator was in the control room (A) and the user in the test room (B). They com-



municated through microphones and speakers. The rooms were separated by one-way 

mirrors so the user could not see the test moderator. This physical separation of test 

subjects and moderators is different from typical practice. It was introduced to remove 

the influence from the tes t moderator’s body language and other visible expressions . 

3.5 Procedure 

The usability evaluations were conducted over the course of five days. On the first 

day of the four test moderators each did two evaluation sessions in order to get ac-

quainted with their protocol. They had received written instructions on how to act in 

their particular protocol three days in advance, to allow for preparation. After com-

pleting their two evaluation sessions, they feedback on how they performed with re-

spect to the protocol. The test moderators did not observe each other’s sessions. 

Each of the following four days was devoted to evaluations with a particular proto-

col. All were conducted as a between-subjects study and each session lasted one hour. 

In all evaluation sessions , the users were first asked to complete two tasks using a 

similar website, to get acquainted with the protocol applied in their session. They 

were then asked to solve eight tasks using the main web site. At the end of each ses-

sion, the user filled in a shortened version of the QUIS questionnaire, applied in [19]. 

Tasks. The users solved eight tasks that varied in difficulty. For example, the first 

task was to find the total number of people living in Denmark, while a more difficult 

task was to find the number hotels and restaurants with 1 single employee in a par-

ticular area of Denmark. 

3.6 Data Collection 

All 43 sessions were video recorded. A questionnaire was collected for each user. 

3.7 Data Analysis 

The analysis of video material was divided in two parts: A joint analysis of 16 videos 

followed by individual analysis of the remaining 27 videos. All videos were tran-

scribed in a log file before analysing for usability problems, cf. [22]. 

Joint Analysis. In order to achieve consistency in usability problem identification 

with the different protocols, the authors of this paper first analysed 16 videos together 

(four videos from each condition). These were analysed in random order. 

Due to the variety in protocols we found it important to ensure consistency of prob-

lem identification in the individual analysis. To support this , we adapted the concep-

tual tool for usability problem identification and categorization in [22]. We distin-

guished used the following ways of detecting a usability problem: 

A) Slowed down relative to normal work speed 



B) Inadequate understanding, e.g. does not understand how a specific functionality 

operates or is activated 

C) Frustration (expressing aggravation) 

D) Test moderator intervention 

E) Error compared to correct approach 

Examples of usability problems are “cannot find the detailed information for a mu-

nicipality” or “cannot get overview of the presented information”. 

Individual Analysis. After the joint analysis, we individually analysed the remaining 

27 videos in different and random order using the same tool as in the joint analysis . 

Duplicates where more than one user experienced the same problem were removed. 

Table 3. Mean any-two agreement between evaluators, n = number of datasets analysed indivi-

dually by the evaluators. 

 Coaching 

(n=6) 

Active listening 

(n=7) 

Traditional 

(n=7) 

S ilent 

(n=7) 

Mean (SD) 0.42 (0.11) 0.44 (0.12) 0.47 (0.08) 0.44 (0.17) 

Merging Individual Analysis Results . After the individual analysis , we merged our 

two individual problem lists. We did this by discussing each identified problem to 

determine similarities between the two individual lists. Across the 27 videos we had 

an average any-two agreement of 0.44 (SD=0.11), which is relatively high compared 

to other studies reporting any-two agreements between 0.06 and 0.42 [12]. For the 

agreement between evaluators, we found no significant differences between  the four 

conditions using a one-way ANOVA test. 

Calculating QUIS Ratings. The satisfaction score was calculated in the same way as 

in [19] by combining the sixteen scores from the modified version of the QUIS, each 

with a score on a Likert scale from 1 to 7. Thus a user could give a total score from 16 

to 112 where a high score reflects more user satisfaction with the website. 

4 Results 

In this section we present our findings on usability measures , i.e. effectiveness, effi-

ciency and satisfaction, as well as on usability problems. 

4.1 Effectiveness 

We measured the mean number of tasks completed correctly by users in the four co n-

ditions. Users in the Coaching condition had a higher completion rate than users in the 

other three conditions, while users in the Active listening, Traditional and Silent pe r-



formed similarly. A one-way ANOVA test reveals no significant differences between 

the conditions for effectiveness. 

We also measured the number of times the users gave up while solving a particular 

task. Users in the Silent condition had a tendency to give up more often than users in 

the other conditions, while users in the Coaching condition had the lowest rate in this 

respect. A one-way ANOVA test reveals no significant differences between any of the 

conditions with respect to the number of times that users gave up. 

Table 4. Mean task completion times in seconds, n = number of users. 

 Coaching 

(n=10) 

Active listen-

ing (n=11) 

Traditional 

(n=11) 

S ilent 

(n=11) 

Mean (SD) 238 (42) 219 (47) 220 (50) 175 (72) 

4.2 Efficiency 

Table 4 shows the task completion times in seconds for the four conditions. For each 

condition, we have calculated the mean value of the total task completion time for 

each user on all tasks. The users in the Coaching condition on average spent most 

time while users in the Silent condition had the lowest time. The Active listening and 

Traditional conditions performed in between these. 

A one-way ANOVA test reveals no significant differences between any  of the four 

conditions. However, it should be noted that the difference between the Silent and 

Coaching conditions is close to significant (p=0.055). 

4.3 Satisfaction 

The QUIS questionnaire included 16 questions where the response for each was a 

score on a 1-7 Likert scale. Like [19] we added these numbers together, yielding a 

score between 16 and 112 where a high score should indicate a high level of satisfac-

tion. A one-way ANOVA test of our data reveals no significant differences between 

median ratings in the four conditions. 

The simple sum combines a broad range of different factors. To complement this, 

we considered a subset of the questions that deal specifically with the users’ overall 

reactions to the website (each on a scale from 1 to 7): 

 Terrible – Terrific 

 Frustrating – Satisfactory 

 Difficult – Easy 

Table 5 shows the overall median scores for these three questions. The Coaching 

and Traditional conditions gave the highest overall medians, while the Active listen-

ing and Silent conditions gave the lowest scores. Note that QUIS measure constructs 

with more questions than those presented in table 5. Picking out individual question 

items would be debatable practice. This is why we considered all three questions of 

the “overall reactions” subcategory in QUIS, cf. [19]. 



Table 5. Satisfaction ratings given by users for overall reactions to the website, n = number of 

users. 

 Coaching 

(n=10) 

Active listen-

ing (n=11) 

Traditional 

(n=11) 

S ilent 

(n=11) 

Terrific-Terrible 4 4 4.5 3 

Frustrating-Satisfactory 4.5 3.5 3.5 2 

Difficult-Easy 4.5 3.5 4 2.5 

Overall Median 4.5 3.5 4 2.5 

 

A one-way ANOVA test reveals significant differences between these one or more 

conditions (F(3,119)=5.29, 5 % level, p<0.002). We apply a Tukey’s pairwise com-

parison test on all pairs of conditions in order to detect which are significant. The 

Tukey test reveals significant differences in overall median ratings between Coach-

ing-Active listening (p<0.03) as well as between Coaching-Silent (p<0.03). The Tuk-

ey test also suggests significant differences in overall median ratings between Trad i-

tional-Active listening (p<0.04) and Traditional-Silent (p<0.03). There are no signifi-

cant differences between Coaching and Traditional, and conversely there are no dif-

ferences between Active listening and Silent conditions. Thus, users in the Coaching 

and Traditional conditions express higher satisfaction with the website compared to 

users in the two other conditions. 

The questionnaire also included a question on perceived friendliness of the test 

moderator that was rated on a 7 point scale from unfriendly to friendly. Users in the 

Coaching condition gave higher ratings than users in all other conditions , but a one-

way ANOVA test reveals no significant differences in these ratings. 

4.4 Usability Problems 

Through the detailed video analysis, we identified a total of 165 usab ility problems 

across all four conditions. 

Table 6. Mean number of problems identified using the different TA protocols. 

 Coaching 

(n=10) 

Active listen-

ing (n=11) 

Traditional 

(n=11) 

S ilent 

(n=11) 

Mean (SD) 39.7 (13.8) 37.6 (14.6) 36.7 (8.9) 18.7 (6.1) 

Number of identified problems. Table 6 shows the mean number of problems identi-

fied per user in the four conditions. We identified most problems in Coaching. This is 

closely followed by Active listening and Traditional, while the Silent condition re-

vealed only around half of the problems identified in the other conditions.  

A one-way ANOVA test reveals highly significant differences between one or 

more of the conditions (F(3,39)=1.4, 5 % level, p<0.001). A Tukey’s pairwise test for 



significance reveals highly significant differences between Silent and Coaching 

(p<0.001), Silent and Active listening (p<0.002) and Silent and Traditional (p<0.004). 

We found no significant differences between Coaching, Active listening and Trad i-

tional. In other words, the Silent condition revealed significantly fewer usability prob-

lems per user compared to Coaching, Active listening and Traditional. This also 

means that we found no significant difference between any of the think-aloud proto-

cols. In order to test for type II errors in our statistical analysis, we calculated the β 

value (β = 0.02) which led to a statistical power of 1 - 0.02 = 0.98. This is above the 

threshold of 0.8 [4], which indicates that sample size, reliability of measurement and 

strength of treatment are acceptable. 

Table 7. Mean any-two agreement between users, n = number of all pairs of users. 

 Coaching 

(n=45 pairs) 

Active listening 

(n=55 pairs) 

Traditional 

(n=55 pairs) 

S ilent 

(n=55 pairs) 

Mean (SD) 0.18 (0.07) 0.16 (0.09) 0.21 (0.08) 0.14 (0.09) 

Agreement Between Users Within Each Condition. Table 7 shows the mean any-

two agreement between users in the different conditions. This describes the extent to 

which users in a condition experienced the same or different usability problems; a 

high number reflects a large overlap in experienced problems. We found most overlap 

in the Traditional condition, followed by Coaching and Active listening. The least 

overlap was found in the Silent condition. Table 8 shows the test statistics comparing 

each of the conditions with respect to the agreement between user. 

Table 8. Pairwise comparisons with respect to any-two agreements between users, ▫ = almost 

significant difference, * = significant difference, ** = highly significant difference. 

 Coaching Active lis-

tening 

Traditional S ilent 

Coaching  p>0.8 p>0.4 P<0.02 * 

Active listening p>0.8  p>0.09 P>0.1 ▫ 

Traditional p>0.4 p>0.09  P<0.001 ** 

Silent P<0.02 * P>0.1 ▫ P<0.001 **  

 

A one-way ANOVA shows significant differences between one or more of the 

conditions (F(3,206)=7.32, 5 % level, p<0.001). Table 8 shows the results obtained 

from a Tukeys pairwise comparison test. The Tukey test reveals significant differ-

ences between all pairs of conditions and shows significant differences between Si-

lent-Coaching and Silent-Traditional. The differences between Silent-Active listening 

are close to significant. These findings indicate that users in the Silent condition have  

a lower overlap in experienced problems compared to the three other protocols that 

performed similarly. 



Agreement between Conditions. The Venn diagram in Figure 2 shows the overlap 

between the three TA protocols where 67 problems out of the 155 (43 %) are common 

between all. Additionally Coaching revealed 16 unique problems, Active listening 23 

and Traditional 28. Thus, the Traditional protocol almost reveals twice as many 

unique problems compared to the Coaching condition. Note that, for simplicity the 

Silent condition was intentionally left out in Figure 2. The Silent condition revealed 

64 (39 %) of which 54 were identified through TA protocols. 

 

 

Fig. 2. Venn diagram showing overlap in problems between think-aloud protocols. 

4.5 Types of Problems Identified 

In this section we provide a qualitative account of the types of usability problems 

identified through each of the protocols. To cover individual differences between the 

conditions this qualitative analysis is based on the problems uniquely identified by 

each protocol.  

In general we found that the problems descriptions of the Silent condition did not 

extend beyond the notes made in log files. We would observe a problem when users 

made an error, e.g. choosing a wrong link. A typical example is “Wants to find the 

number of unemployed persons in 2007. Selects the wrong link, but returns to the 

previous page”. This is very similar to the entries made in the log files for each user, 

i.e. they are pure observations, which did not provide enough details to extend prob-

lem descriptions with interpretations of the cause of the problems. 

In contrast, we found that the Coaching condition in general led to identification of 

several types of problems. This protocol primarily led to the identification of pro b-

lems regarding unclear information, e.g. “Does not understand the meaning of the 

rows in the table”. The coaching condition also led to the identification of problems 

regarding affordance, e.g. “Wrongfully believes that more details can be obtained by 

clicking on a table row”. Finally, Coaching also revealed problems related to visibil-

ity such as “List of tables is immense, difficult to locate the correct one”. 

In case of the Active Listening condition, we found that most problems concerned 

unclear information. An example of such a problem is “Difference between menu 



options is unclear”. Otherwise there were relatively few problems in other categories 

such as affordance and visibility. 

The Traditional condition primarily led to the identification of problems related to 

visibility, e.g. “Does not notice heading of the graph and is therefore looking up 

numbers in the wrong location”. Similar to Coaching, the Traditional condition also 

revealed problems from the other categories concerning unclear information and a f-

fordance. 

As described above, we found that the three TA conditions led to data from which 

we could enrich problem descriptions to include notions of why a particular problem 

was observed. The opposite was the case for the Silent condition where we could 

observe a problem but not interpret why it occurred. Furthermore we found that the 

Coaching and Traditional conditions were similar in terms of the breadth of problem 

types identified. The Active Listening protocol primarily revealed problems related to 

unclear information. 

Problem Severity. We categorized all identified problems according to critical, seri-

ous and cosmetic [16]. We found that the think-aloud protocols reveal about twice as 

many critical (mean=23.7, SD=2.3), serious (mean=122.7, SD=5.6) and cos metic 

(mean=248.7, SD=8.6) problem instances as the Silent condition. This follows the 

tendency of the mean number of problems identified per user (see Table 6). There is a 

comparable distribution of the severity of problems in each of the conditions, e.g. 9 % 

of problem instances in the Coaching condition are critical, which is comparable to  

the 7 % in the Silent condition. Thus, we found no significant differences in this re-

spect. 

4.6 Categories of Problem Observations 

We also categorized the identified usability problems according to the five ways of 

detecting a usability problem: A) Problem identified due to time delay, B) Shortcom-

ings in a user’s understanding of system functionality , C) User frustration, D) Test 

moderator assistance and E) User makes an error. 

As an example, we found that 29% of all problems identified through the Coaching 

condition were observed based on time delays (category A). For this category of ob-

servations, we found no significant differences between conditions. This was also the 

case for category B observations.  

As another example, we found that 8% of the problems identified in the Traditional 

condition were observed on the basis of user frustration (category C). In this case a 

one-way ANOVA revealed significant differences between conditions (F(3,39)=3.2, 5 

% level, p<0.04). A Tukey’s pairwise comparison test reveals significant differences 

between the Silent and Traditional conditions (p<0.03), but no differences between 

other pairs.  

The Coaching condition is characteristic in allowing the test moderator to help test 

subjects. This is also reflected by the fact that 10% of the problems identified in the 

Coaching condition were observed by test moderator assistance (category D).  



Finally, it can be seen that 56% of all problems found in the Silent condition have 

been observed due to a user making an error (category E). Here we found significant 

differences between one or more conditions (F(3,39)=15.7, 5 % level, p<0.001). A 

Tukey’s pairwise comparison test shows significant differences between the Coaching 

condition and all other conditions with p<0.001 in all cases. 

These results show that there are no differences between the four conditions on the 

proportion of usability problems identified because users were (A) slowed down rela-

tive to normal work speed or (B) demonstrated an inadequate understanding of the 

system. With problems identified because users (C) expressed frustration, significan t-

ly more problems were identified in the Traditional condition compared with Silent. 

For problems identified because of (D) test moderator intervention, there were signif-

icantly more problems identified with the Coaching condition compared to all the 

other. Finally, for problems identified because (E) users made errors compared to 

correct approach, the Silent condition identified significantly more compared to 

Coaching. 

4.7 Limitations 

The empirical results presented above have a number of basic limitations. The study 

involves three specific think-aloud protocols, and there are many alternatives. We 

chose the three because they are either classical or commonly used by usability practi-

tioners [5, 19, 21]. Our aim of replicating the previous study made us consider the 

same protocols as they used, cf. [19]. 

In each condition, there was one test moderator, and this person was different be-

tween the conditions . This was chosen to ensure consistency across all users in each 

condition. We could have used the same moderator in all conditions, but that could 

potentially cause confusion and make the conditions overlap. We tried to reduce a 

possible effect of this by training and assessing the moderators in accordance with the 

protocol before the tests were conducted. 

The empirical study was only based on a single data-dissemination website where 

users solved 8 pre-defined tasks. To enable replication, we chose the same type of 

website as the previous study and used exactly the same tasks. 

We had 43 users participating in the study. They are not a random or representative 

sample of the entire population of Denmark. The number of users is limited, but this 

is comparable to the empirical studies we have in our list of references, where the 

number of users is between 8 and 40, except for one study based on 80 users [19]. 

5 Discussion 

In this section, we compare our results to some of the related work and discuss impli-

cations for practitioners. 



5.1 Comparison with Related Work 

Our empirical study has focused on the consequences of using different think-aloud 

protocols both on the usability measures and on the usability problems identified. 

For usability measures, we have found that users have the highest effectiveness, i.e. 

they complete more tasks in the coaching condition compared to all other conditions 

and that active listening, traditional and silent perform similarly. This is in line with 

the study presented in [25] where it was found that the coaching protocol improved 

the test subjects’ performance. The study in [19] compared the traditional, active lis-

tening and coaching protocols and results from that experiment shows a significantly 

higher level of effectiveness in the coaching condition than in the other conditions, 

while there were no significant differences between the traditional and active listening 

protocols [19]. Thus, we found similar tendencies in favor of the coaching condition 

in our study but the differences we found were not significant. This is supported in 

[26] where the traditional and coaching protocols are compared. Furthermore, the 

study in [14] found a discrepancy compared to our study. In that study the traditional 

and active listening protocols are compared and it is found that more tasks were com-

pleted with active listening. In our study we found almost no difference in effective-

ness between these two protocols. However, the result in [14] is not entirely reliable 

as the active listening protocol included some elements of coaching. 

In terms of efficiency we found similar performance between all the think-aloud 

protocols, while users in the silent condition had considerably lower task completion 

times. This is similar to [8], who showed that the traditional protocol, due to the re-

quirement of thinking aloud while working, had a negative effect on task perfor-

mance. Similarly, in [10] the traditional and coaching protocols are compared and 

findings from that study show that the coaching protocol resulted in higher task com-

pletion times. Thus, we do witness similar tendencies as reported in the above litera-

ture. However, like [19] we found no significant differences in terms of efficiency. 

For the satisfaction ratings, we found that users in the coaching and traditional 

conditions were significantly more satisfied with the website compared to users in 

active listening and silent. In a similar study [19] partially agrees they found users in 

the coaching condition to be most satisfied [19]. 

For usability problems, we found that the silent condition revealed significantly 

fewer usability problems than any of the other conditions ; and even when we were 

able to observe problems in that condition, we were often unable to explain why they 

occurred. This is also supported by the finding that most problems were observed 

simply by users making errors (category E observations). The study in [8] compared 

the traditional with a retrospective think-aloud protocol, which revealed comparable 

sets of usability problems. In contrast, another study has shown that different proto-

cols can reveal different types of problems. The study presented in [26] compared the 

traditional and coaching protocols and found that the coaching protocol led to a larger 

number of usability problems related to dialogue, navigation, layout and functionality . 

Additionally, they found that the problems which were unique to the coaching condi-

tion were mainly at a low level of severity [26]. This is partly supported by our find-

ings that the proportion of critical, serious and cosmetic problems is distributed simi-



larly within conditions, also in case of the unique problems identified in each cond i-

tion. However, we did find the types of identified problems to be similar between the 

coaching and traditional conditions while the active listening condition mainly led to 

problems concerning unclear information. In terms of problem severity, we found that 

the all think-aloud protocols revealed twice as many critical, serious and cosmetic 

problems as the silent condition. 

5.2 Implications for Usability Practitioners  

The most interesting result for usability practitioners is that the think-aloud protocols 

had only limited influence on user performance and satisfaction, but compared to the 

silent condition, they facilitated identification of the double number of usability pro b-

lems with the same number of test subjects. Recruiting test subjects is a major task in 

usability evaluation, thus it is important to know how test subjects can be used most 

effectively. Furthermore, we found it difficult to interpret the causes of problems, 

which were observed through a lesser richness in problem descriptions. 

Our results cannot be used to suggest practitioners to use a specific protocol. For 

example, the proponents of the Active listening protocol have argued that the Trad i-

tional protocol is unnatural. However, our results do not support this. The two proto-

cols facilitate identification of a similar number of usability problems and richness in 

problem descriptions. 

There were some interesting differences in the usability problems that were identi-

fied. The Traditional protocol revealed more usability problems in the frustration 

category, the Coaching protocol revealed more problems identified through test mon i-

tor intervention, and the Silent conditions mainly found usability problems identified 

when users made errors. 

The results demonstrate that no single protocol version is superior overall; each has 

strengths and weaknesses . Yet in the silent condition, we could not capture verbalised 

problems, because the test subjects were silent, so the comparison is limited by this. 

6 Conclusion 

We have conducted an empirical study comparing three think-aloud protocols and a 

silent control condition. The study assessed the usability problems identified in each 

condition based on a systematic video analysis. We found that the differences be-

tween the three think-aloud protocols were limited. Contrary to the general emphasis 

on the Coaching protocol, we have no indication that it is superior for identifying 

usability problems. In fact, there were some aspects where the Traditional protocol 

performed surprisingly well. Overall, the think-aloud protocols are clearly superior to 

the silent condition; with the same number of test subjects, they revealed the double 

number of usability problems compared to the silent condition, and this applied across 

all levels of severity. Part of the study replicated a previous study on usability 

measures [19]. Here, we found only a few differences between the protocols. There 

was an indication that efficiency was higher in the Silent condition and that satisfac-



tion with the website was higher for Coaching and Traditional. These limited effects 

do not contradict the literature as previous studies point in various directions. 

Our study has a number of limitations. First, identification of usability problems is 

not as mechanical as determining usability measuring. Second, the specific experi-

mental design impose limitations on our results, especially with our role as analysts, 

the moderator/analyst separation, and the physical moderator/user separation, but 

these were necessary to reduce potential sources of bias.  

We deal with usability evaluation and the process of identifying usability prob-

lems. This is a controversial topic in HCI where some question the whole approach 

and its relevance to practice. Contrastingly, others maintain that within certain limits 

such studies produce relevant results. In order to achieve that, it is not possible to 

directly copy approaches from practice in the laboratory. 

Our study points to interesting directions for future work. Most importantly, the 

consequences for and approaches used in practice should be stud ied extensively. It is 

also highly relevant to replicate the study with other types of systems. 
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