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Abstract. Many real-world collaboration scenarios involve a helper remotely 

guiding a worker performing a task requiring the manipulation of physical 

objects/devices. Systems currently available for remote guiding have limitations 

for industrial use, particularly in terms of supporting the mobile aspect of work. 

To meet these needs and as part of our work for the mining industry, we have 

developed two systems. These systems use a wearable computer and a wearable 

display to support the mobile aspect of the remote collaboration. In this paper, 

we review existing work in remote guiding and state their limitations in relation 

to industrial needs. We then present two mobile remote collaboration systems 

that we have designed and developed to support the maintenance of mining 

equipments. Designing for real world use is challenging, systems need to be 

easy to use and be able to operate in various environmental conditions. Systems 

also need to support the mobility aspect of work and support different roles of 

the collaborators.  

Keywords: Remote collaboration; mobile collaboration; remote gestures; 
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1   Introduction 

There are a range of real world situations in which remote expert guidance is required 

for a local novice to complete physical tasks. In maintenance, for example, an expert 

may be guiding remotely a technician into repairing a piece of equipment. There is a 

growing need for systems or platforms that support collaboration between a worker 

and a helper, ensuring the effective delivery, just in time, of remote guidance. 

Prior research on remote collaboration has demonstrated that providing access to a 

shared visual space and supporting the richness of hand gestures are critical to the 

success of remote guiding [2, 6, 7, 9]. However, existing systems either confine 

collaborators in fixed desktop settings (e.g., [2, 9]), or support only the pointing 

gesture (e.g., [8]). This limits their use in real world applications. For example, in the 

mining industry, when a sophisticated machine is not operational, onsite maintenance 

technicians require urgent input from a remote specialist/expert, as the  time lost in 

the machine not being used translates into a loss in productivity. In addition, on-site 

technicians are highly mobile workers; in order to repair a machine, they are often 



required to go to the location of the machine, move around the machine, fetch tools 

and inspect equipment. This in turn requires that the systems be wearable and 

wireless, and that the systems function in various working conditions.   

To meet these mobility requirements, we developed two systems: HandsOnVideo 

for a fixed remote helper guiding a mobile on-site worker [1, 4] and HandsInAir for a 

mobile remote helper guiding a mobile on-site worker [3]. These two systems were 

developed as part of our Human System Integration project within the CSIRO’s 

Minerals Down Under (MDU), a National Research Flagship Program.  

2   HandsOnVideo 

     

Fig. 1 Left: helmet with camera and near-eye display. Right: system work flow.  

Workers in mine sites wear helmets for safety. HandsOnVideo uses the helmet as a 

support for mounting a camera and a near eye display (see the left image in Figure 1). 

This setup supports the mobility of the worker. It is also hands free, hence allowing 

the worker to use his/her hands for maintenance operations. The near eye display is a 

small device with two small screens at the top of the worker field of view. By looking 

up, the worker can see what is displayed on a virtual screen, that is, the video of the 

workspace overlaid with the helper gestures (pointing to objects and showing 

orientation). With this setup, the worker is also able to be aware of his/her workspace 

and the surrounding environment.  

The helper station is a large touch-display table located in an office or a workshop. 

It consists of three components: 1) a shared visual space that displays the video of 

what the worker sees (captured by the camera on the helmet of the worker); 2) a 

panoramic view of the worker’s workspace, which the helper can use to maintain 

situation awareness; and 3) four storage areas on both sides of the shared visual space, 

which allow the helper to store specific scenes of the workspace for future use.  

The right image in Figure 1 illustrates how the system works. First, the video of the 

worker’s camera is sent to the helper side and displayed on the shared visual space 

(arrow 1) of the touch table. The helper uses his/her hands over the shared visual 

space to show/explain how a procedure should take place. The helper hand gestures 

are captured by a camera mounted on top of the display (arrow 2). The captured hand 

gestures are then sent to the worker side and displayed on the near eye display (arrow 

3).  

 



3   HandsInAir 

Expert helpers may be out of the office and on the move. HandsInAir was developed 

to explore the feasibility of supporting the mobility of the helper while using an 

interface/system similar to the one worn by the worker. The collaborators have the 

same hardware configuration as shown in the left image in Figure 1. This 

configuration not only allows the helper to move around, but also allows him/her to 

point to remote objects and use more complex hand gestures on a virtual display of 

the workspace, removing the need for a large physical display. 

 

 

Fig. 2 Camera captures and hand gestures showed on the near eye displays.  

Figure 2 illustrates how the system works. Once a connection between the helper 

and the worker is established, the system initializes two video streams between the 

two sides. First the video of the worker camera is sent to the helper side and displayed 

on the near eye display. The helper sees the workspace of the worker and uses his/her 

hands to support instructions. The helper’s hand gestures are captured by the helper 

camera and overlaid on the local videos of both the worker and helper (see Figure 2). 

Initial testing of HandsInAir suggests that it is easy for the users to point to remote 

objects using the virtual display, and that it is easy and natural to perform gestures on 

the virtual display in order to show, for example, how two pieces of Lego toys should 

be assembled in a specific way. 

4   Designing for real world use: some issues 

Designing for real world use is challenging, systems not only need to be easy to use, 

but also need to support the mobile and the flexible aspect of work.  

Supporting mobility of the helper comes with a price. The helper unit in 

HandsOnVideo provides a panoramic view of the workspace of the worker; this 

allows the helper to point to the area of attention outside the field of view of the 

worker. However, this awareness support is no longer available in the current setting 



of HandsInAir. Research is needed to explore how awareness of the worker’s 

environment should be provided to the helper.  

Supporting the flexibility of work means that the systems for real world use should 

be able to operate in various environmental conditions, specifically lighting 

conditions. Previous work has demonstrated the value of unmediated gestures. For 

example, the projection of hand gestures into the workspace may lead to a gain in task 

performance [5, 6]. The display of the workspace with an overlay of the hand gestures 

may lead to an increase in satisfaction with the collaborative effort [9]. We 

investigated the option of projecting the hands using Augmented Reality as well as 

the option of using a see through system. The dependence on the right lighting 

conditions for the projection option and the limitation of the field of view for the see 

through system resulted in disregarding these options. 

Both HandsOnVideo and HandsInAir make use of a near eye display. The use of 

the near eye display allows these systems to operate in various lighting conditions. 

However, this comes at a price. In both systems, the hand gestures are displayed on a 

small virtual screen, in which the workspace plus the hands of both the worker and 

the helper are displayed. Our users playing the role of the worker reported that 

sometimes they had to remove their hands from the workspace in order to leave some 

space for the hands of the helper.  

In summary, we have presented two systems that we have developed to support the 

mobility aspect of work. These two systems draw on the latest research in remote 

guiding systems. While they are designed to be suitable for industrial use, some 

research effort still remains for further improvements and refinements. 
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