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Abstract. One of the most important requirements on a bidmeerification
system, beside others (e.g. biometric templateeptiatn), is a high user
authentication performance. During the last yeatst @f research is done in
different domains to improve user authenticatiorfgrenance. In this work we
suggest a user specific feature mask vebtdr applied on a biometric hash
algorithm for dynamic handwriting to improve usarttentication and hash
generation performancdlV is generated using an additional set of reference
data in order to select/deselect certain featusesd iWduring the verification
process. Therefore, this method is considered agnple feature selection
strategy and is applied for every user within tygtesm. In our first experiments
we evaluate 5850 raw data samples captured froms8gs for five different
semantics. Semantics are alternative written conteoonceal the real identity
of a user. First results show a noticeable decredsbe equal error rate by
approximatelythree percentage points for each semantic. Lowest equat e
rate 6.77%) is achieved by semantgymbol In the context of biometric hash
generation, the reproduction rates (RR) increaseslaverage of approf6%
whereas the highest RR8.46%) is obtained by semantgymbolalong with a
collision rate (CR) 06.11% The minimal amount of selected features during
the evaluation i81 and the maximum amounti81 (all available features).

Keywords: biometrics, dynamic handwriting, biometric hashinger bitmask,
feature selection

1 Introduction

Today, biometric user authentication is an impdrfaid in IT security. It relies on

individual biological or behavioral characteristiof a person. The purpose of a
generic biometric system is to identify and/or fyea person’s identity based on at
least one biometric modality (i.e. fingerprintsirivoice). For all biometric systems, it
is crucial to protect the biometric reference dégaplate) in order to avoid misuse of
individual and personal data. However, biometriofieates cannot be easily protected
by common cryptographic hash algorithms, like tleg used in ordinary password
authentication systems. The biometric intra-claasiability has to be taken into

account to ensure reproducibility and protectionaotemplate. The problem of

biometric template protection is a frequently dissmd issue in biometrics [1]. One



possibility to ensure reproducibility and simplenfate protection is for example the
Biometric Hash algorithm for dynamic handwritingroduced in [2]. The aim of this
method is to transform intra-subject biometric damdo stable and individual hash
vector values; an overview is given in section .this work we focus on the
authentication performance and robustness of Hniscplar biometric hash algorithm.

During the last years a lot of research in almogrg biometric authentication
algorithm and modality is done to improve user auatltation performance.
Hollingsworth et al. introduce in [4] a method waerotential fragile iris code bits are
masked to increase the separation between the raattimon-match distributions in
iris based authentication systems. Fratric et ap@se in [5] a method of feature
extraction from face images to improve recognitamturacy. They use a so-called
local binary linear discriminant analysis (LBLDAhich combines the good
characteristics of both LDA and local feature esticn methods. Biometric fusion is
another technique to improve user authenticatiofopmance. Rathgeb et al. describe
in [6] a generic fusion technique for iris recogmit at bit-level (called Selective Bit
Fusion) to improve accuracy and processing time.

Another method, besides many others, is the impneve of the authentication
performance by determination of useful featuresndua feature selection process. In
this context, useful features are features whictsitpely affect the user
authentication and biometric hash generation petdmce. Kumar et al. show in [7]
that an evaluation and selection of useful bioroefeatures can improve the
recognition accuracy. They used a correlation bdsadlure selection (CFS) for
bimodal biometric systems and analyzed the clasdifin performance. Makrushin et
al. compare in [8] different feature selection &gies to determine sophisticated
features. It has been shown that forward and baackwalection algorithms have
always better results than considered heuristics.

In this work we suggest a much simpler way of femtselection as described in
[8]: We apply a user specific feature mask on angitvic hash algorithm for dynamic
handwriting to select and/or deselect specific Uiezst in order to improve the
authentication performance as well as the generaifostable individual biometric
hashes.

The structure of the paper is composed as followssection 2 we give an
overview on the Biometric Hash algorithm for dynarhiandwriting. A simple user
specific feature mask generation method is intredum section 3. Experimental
results are shown and discussed in section 4. énldst section we present a
conclusion and our future work based on the fingling

2 Biometric Hash Algorithm

The Biometric Hash algorithm for dynamic handwigtirthereafter BioHash) is
initially introduced by Vielhauer et al. in [2] andnhanced in [3]. During the
enrollment process the BioHash algorithm generates-called Interval MatrixM

for each user. ThiM is based on raw data of the writer and severamaters. The
raw data of each dynamic handwriting sample comsifh time dependent sequence
of physical values derived from a digitizer devieeg. Tablet PC, signature tablet).



Generally, there are five values per sample pgiett tip positionx(t) andy(t), pen
tip pressurg(t) and pen orientation angles altitudé) and azimutt®(t). From each
raw data sample derived from a person during thellement process, a statistical
feature vector (static and dynamic features) iswtated with a dimensionality df
(k=131 in the implementation used in this paper). TiM consists of a vector
containing the length of a mapping interval forle&eature and an offset vector. Both
vectors are calculated based on an analysis @f-atéiss variability of the user using
his/her statistical feature vectors.

There are two possibilities to parameterize thehhgsneration by scaling the
mapping intervals stored in th®l: Tolerance VectomV and Tolerance FactarF.
The aim of theTV is to provide a scaling of the mapping intervaleath statistical
feature separately. Thus, the dimensionalityT®fis alsok. TV can be calculated
individually for each user or globally by a groupusers, e.g. either based on all or a
selection of enrolled persons, but also on a disjgioup. In contrast to the Tolerance
Vector, the Tolerance Factdi is a global hash generation parameter, which is a
scalar value. Using thEF, it is possible to scale the mapping intervalsdibfeatures
globally by the same factor.

Based on one statistical feature vector derivedhftbe enrollment data and the
users’ individuallM the so-called interval mapping function determittesreference
hash vectob,; of a user. Therefore, the feature dependent iatéewngths and offsets
provided bylM are used to map each of thetatistical features to the corresponding
hash value. Each further biometric hash is caledlain the same manner,
independently if it is used for biometric verificat or hash generation application.
For verification, the hash vectbrderived from the currently presented handwriting
sample is compared against the reference hash rvégioby some distance
measurement. For more details of the single caionlateps, the interested reader is
referred to reference [2].

3 User Specific Feature Mask Generation

In addition to the reference BioHash vedigr and the corresponding Interval Matrix
IM, we generate k dimensional K=131) feature mask vectdvlV for each useMV

is created during the feature selection process #ie enrollment. The main idea of
creating a feature mask vector is to select orldesspecific features. If a bit is set to
1, the represented feature is considered duringehification process and if it is set
to O, it is not taken into account. This method allaamsuncomplicated user specific
enabling or disabling of used features.

3.1 Selection Strategy

A user specific feature mask vect®lV is generated using the reference BioHash
vectorby,s and correspondintM. Furthermore, raw data samplgss, ..., $, which
are not used during the enrollment process, angingl] The identifiem represents
the maximum amount of used samples. The featueetsmh MV generation) is done
in three steps. Firstly, tHedimensional feature vectofg, fw, ..., fy are determined



from all raw data samples, s, ..., $. Secondly, feature vectors of each user are
mapped to the biometric hash vectbgshy, ..., b using the reference Interval Matrix
IM of this specific user. In the last step the featmask vectoMV is generated for
each user. Therefore a element-wise comparisoarie dsing the reference BioHash
b and BioHashes,, by, ..., ki of the specific user. If a certain number of vala¢
positioni is equal, the correspondingh bit of MV is set tol; otherwise it is set t6.
We define a so-called similarity threshdld, as the maximum number of allowed
differences between theh element of the hashes it is set to0, all values have to
be equal; ifths set tol, only one different value is allowed and so ontHe end, the
result of theMV generation is &-dimensional feature mask vectdv. TheMV is a
new part of the reference data (template) and a@sefore stored together with the
corresponding Interval MatritM and BioHaslb,, for example in a database or on a
Smart Card. In our first implementation we only gexte theMV once for each user
during the enrollment process.

Figure 1 exemplarily shows tHdV generation using only three short BioHashes
(by, by andbg) to demonstrate the procedure. In this exampleiseea thresholths of
0 and the characten" (logical conjunction) represents the element-wisenparison
between the three vectors.

24 26 24 0
13 13 13 1
113 117 117 0
309 309 309 1

AN A =

5 5 5 1
710 710 710 1
81 83 84 0
28 28 28 1
b, b, b, MV

Fig. 1. Example of MV generation during the enroliment msx

3.2 FeatureMask Vector and Verification

During a regular verification without feature mag&ctor consideration, the hash
vector by, derived from the currently presented handwritirrgnple is compared
against the reference hash vedigr by some distance measurement. In the current
configuration, we use the Hamming Distance combiwél the feature mask vector
as measurement. If twedimensional BioHashds,s andb,, are compared using the
Hamming Distance, an intermediate result in terima kedimensional bit vectoHV

is calculated. The number of ahesinside this vector is equal to the Hamming



Distance of the twé&-dimensional vectorb,e andb.,. In order to include the feature
selection results stored inside the feature maskovéMV, a k-dimensional vector
HVwv is calculated by determining the result of the ANIBgical conjunction)
operation of the two vectordlV andHV. In the end, the Hamming Distance I
andb.,, considering the feature mask vecity, is the sum of albnesof the HVyy
vector. Therefore, the maximum Hamming Distancei&alepends not only on the
dimensionality of a vector but also on the numtesresof the feature mask vector.
Figure 2 shows the effect of thdV during the verification process; only short
BioHashes are used to demonstrate the procedueeteBult of this simple example,
calculating the Hamming Distance lp§; andb,,, using theMV, isHDyy = 1.

5 4 1 1 0 0
7 7 0 0 1 0
17 17 0 0 0 0
41 41 0 0 1 0
2 H 3 = 1 |:> 1 A 1 = 1 - HDMV =1
103 103 0 0 1 0
8 9 1 1 0 0
13 13 0 0 1 0
o J Dot HV HV MV HV v

Fig. 2. Example of MV used during the verification process

4 Experimental Evaluation

In this section we show our first experiments oplgipg a user specific feature mask
vector on the Biometric Hash algorithm for dynarhi@andwriting. Our goal is to
compare performance of user authentication and dtisenhash generation of the
algorithm with and without a feature mask vectar.this section, first we define
experimental settings. Secondly, we introduce owthodology to provide a
comparative study of the achieved results. Thirdkperimental results are presented
and discussed.

4.1 Experimental Settings
The biometric database of our initial tests cossigB9 subjects, which have donated

30 handwriting samples in three sessions with anrvateof at least one month
between two sessions. Within a session a user geeti0 handwritten samples for



five different semantics (5850 test samples overalese semantics are “Free chosen
Pseudonym”gseudonym “Free chosen Symbolsymbo), “Answer to the Question:
Where are you from?”place), “Fixed 5 digit PIN: 77993" gublic PIN and “Free
chosen 5 digit PIN"gecret PIN. It has been observed in [2] that semantics predu
similar recognition accuracy compared to handwgitdignatures, without disclosing
the true identity of the writer. All samples wergptured under laboratory conditions
using a Toshiba M200 Portege tablet PC. The hatidgrsamples acquired during
the first session are used as enrollment data deroto determine the reference
BioHashb, as well as to generate the Interval Mathk The samples of the second
session are used for tuning of the Tolerance Fadtcand feature selection in terms
of feature mask vector calculation. Finally, theadeollected within the third session
are used for evaluation. An attempt of one usebdoverified as another one is
considered as an imposter trial. Each test im@&&genuine trials, where reference
data of a user is matched against its own veriicatlata 89 user timeslO test
samples) and4,820imposter trials, where reference data of a useragched against
all other verification data except its owB8(user claims time89 actual users times
10 test samples). Within the feature extraction pseaef the BioHash algorithiti31
features are calculated based on the handwritteplea.

4.2 Methodology

In our first test we compare the performance of BieHash algorithm with and
without a user specific feature mask vector. Thaeef biometric error rates
FRR/FAR, and EER are calculated for both settiig® false rejection rate (FRR)
describes the ratio between the number of falgetiens of authentic persons and the
total number of tests. The FAR (false acceptant® fa the ratio between number of
false acceptances of non-authentic persons aneérttiee number of authentication
attempts. For a comparative analysis of the vetiiien performance, the equal error
rate (EER) is a common measurement in biometriE®RR Benotes the point in error
characteristics, where FRR and FAR yield identicdle.

We also evaluate the reproducibility rate (RR) a&odlision rate (CR) for both
settings; these values are related sums of idémépaoduced hashes in genuine and
imposter trials (see [9]). Because of the reciprettect of RR and CR, a tuning of
the system to improve RR leads to a degradatid®Roaind vice versa. Therefore, the
collision reproduction rate (CRR, [8]) is selectad a hash generation quality
criterion. The CRR is defined in the following etjoa, whereas CR and RR are
weighted equally.

CRR=%(CR+ (1-RR) (D

The tolerance vectorVis setto {, ..., 3 since all features are considered equally.
Thus, the tolerance factofK) is the main parameter for controlling CR and RR.
previous work [8] we already determined toleraneetdr values of the same
evaluation data for two scenarios, lowest EER (BR&Je) and highest RR (CRR
mode), in all semantics. According to these resoiltthe previous test, based on all
131features, th&F values are set as shown in table 1.



Tablel. Tolerance factorT{F) values used during the evaluation

Semantic TFin CRR mode TF in EER mode
Public PIN 1.50 1.00
Secret PIN 1.75 1.00
Pseudonym 2.50 1.25
Symbol 3.50 1.50
Place 2.50 1.25

Feature mask vectors are generated for each ua#irseamantic classes separately,
as described in section 3.2, using the evaluataa df the second session. During the
MV generation, only if all values at a specific piosii are equal, themV, is set tol.
Therefore the similarity thresholtis is set t0o0. The minimal, average and maximal
amounts of selected features are determined to steowmany features are actually
used during the verification or hash generationcess. Note that the evaluation
protocol leads to a realistic scenario since tfiereace data has already undergone an
aging of at least 2 month compared to the evalnatada.

In our first evaluation we do not consider the Iglig increased computational
effort which is caused by tHdV calculation during the enrollmenti{/ creation) and
verification. Compared to the feature extractioogassing time it is negligible.

4.3 Experimental Results

Table 2 shows EERs of all semantics with and withmse of the user specific feature
mask vectoMV. The results point out that the EER decreaseajppately bythree
percentage points in all semantic classes whemsgke specific feature mask vector
MV is applied. The lowest EER is obtained by the sgimaymboland is marked in
bold letters $.7799. Semanticpublic PIN obtains the highest EERZ.86%), which
might be caused due to the same written contesill asers.

Table2. Equal error rates (EER) of all semantic classiéis and without appliedV.

Public PIN  Secret PIN Pseudonym Symbol Place
No MV  16.55 % 13.42 % 10.96 % 830% 9.79%
MV 12.86 % 10.86 % 6.58% 577% 7.09%

Collision reproduction rates (CRR), reproductiotesa(RR) and collision rates
(CR) for all semantics (with and withoiV) are shown in table 3. First results
indicate that for all semantics the CRR decreasesnvaMV is applied. Therefore,
the reproduction rate increases as well as thésioilrate. A maximum reproduction
rate (RR) 0f88.46%is obtained by the semansgmbolwith a collision rate (CR) of
5.11% An average RR increase of approx. 26% is obsefeedall semantics,
whereas the largest increase is obtained by seerjauitiic PIN (from 48.72%up to
71.03%.



Table 3. Collision reproduction rates (CRR), reproduction rgRR) and collision rates (CR)
of all semantic classes with and without user gpefgature mask vectavV.

No MV MV
CRR RR CR CRR RR CR
Public PIN | 27.81% 48.72% 4.33% 18.15% 71.03% 7.33%
Secret PIN | 24.27% 55.64% 4.18% 16.76% 73.33% 6.84%
Pseudonym| 18.57% 66.67% 3.79% 10.59% 83.85% 5.03%
Symbol 11.19% 82.31% 4.70% 8.33% 88.46% 5.11%
Place 19.15% 65.38% 3.68) 10.22% 84.87% 5.31%

Semantic

Table 4 shows the minimal, average and maximal amot selected features
represented by the feature mask vector in each raemelass for both scenarios
(verification and hash generation mode). The mihiamaount 81) of features used
during a verification process is obtained by semasécret PINwithin the EER
mode. In CRR mode the number of used featuresviayal higher than in EER mode.
The average amount of selected features over mihsécs in EER mode i$22 and
in CRR model28

Table 4. Minimal, average and maximal amount of selecteduiees for each semantic in both
scenarios (verification and hash generation mode)

Public PIN Secret PIN Pseudonym Symbol Place
Mode | EER CRR| EER CRR EER CRR EER CRR EER CRR
Min. 86 96 81 100 | 103 116 103 114 103 121
Avg. 120 125| 120 128/ 122 128 125 129 122 128
Max. 130 131 130 131 131 131 131 131 131 131

5 Conclusion and Future Work

In this work we introduce a simple feature selattinethod applied on a biometric
hash algorithm for dynamic handwriting. A generatesbr specific feature mask
vector MV is used to switch specific features on or off, ebhare used during the
verification or hash generation process. By anatyzhe results, we come to a first
conclusion that the application of feature masktaedV leads to improved
recognition accuracy. In our tests, the equal eraies (EER) decreases in all
semantics noticeable by approximatehree percentage points. Furthermore, the
reproducibility of generated biometric hashes iases in all tests considerable. The
average increase of the reproduction rate (RRpjsax. 26% whereas the highest
RR was achieved by the semardgiymbol(88.46% and the highest rise of the RR
(from 48.72%up t071.03% was reached by the semarpigblic PIN These results
show that a simple feature selection strategy ie @b substantial increase the
biometric hash generation as well as the user atitiadion performance.

In future work we will verify our first results bysing additional test subjects and
study the effects on a non-binaMV. A dynamic adaption of théMV is also
considered in future works, where &/ is adapted after each successful verification



attempt. Due to the reduction of relevant featutes specific user, caused by the
feature mask vectoMV; we will investigate the security issue on thidesieffect.
Especially the advantages an attacker gains ithkeis in possession of MV and
reference data will be studied. The side effeco désads to reduced entropy and
therefore to a potential reduction of a cryptogiepkey length, if the generated
biometric hash is used as a basis for cryptogragdjogeneration.
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