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Detailed proof of the Lemma 1 used in the manuscript “Discontinuous
model recovery anti-windup solution for image based visual servoing” [1]

September 25, 2017

As mentioned in [1], the proof of technical Lemma 1 arises from brute force calculations of all possible
cases. The details were omitted due to page restrictions. The proof of this result is reported below:

Lemma 1 For any selection of (&,z) = (p, 0, p,v) € R*, it holds that

Am . i .
 max ody < KIS (2070l 4 [37) + 3, . &

To better follow the proof of Lemma 1, it is important to keep in mind the definition of M; (defined
in eq. (11),[1]) plus the following basic properties of the saturation function used in [1]: given @, > 0,

e (P1): saty, is 1-Lipschitz

(P2): Va, [saty, (x)| < 1p

o (P3): V/{g >0, >0, Vp # p,
satﬁp(kng) — S~atﬁp(kzg>@5) >0 (2)
b—p
e (P4): Vx >0, Vz,y then
xy > 0 = ysaty, (xr) >0 (3)
ry <0 = ysaty, (xz) <0 (4)

Proof. Given any pair (z,x) = (p,0,p,v), consider set Y(Z,z) defined in eq. (44),[1]. In particular,
consider any selection of ¢ € M(pv), of (o € Mi((p — p)(v — 0)) and any p € [Ao, A\]. (From the
definition of M and eq. (4),[1], it is clear that ¢, (gw, 1 > 0).

Then denote:
Y = v (sata, (k§Cup) — sata, (k3 Cawp(p — P))) (5)

where kj > 0.
The proof of the lemma amounts to showing that

AMn o)~ . N
¥ < RIS (20allo] +122) + 30,3 ®
This is done by way of a lengthy but simple study of five possible cases:

1. Suppose
p—p)v—0)<0 & pv>0 (7)



In this case, (4 = )\ and (5) develops as follows:

v o= v [satap(kgg,u,p) — saty, (kg /\,u (p — ﬁ))] (8)
< v [satﬁp <kg)\ ) — saty, (kg)\ u(p — ﬁ))]

+uvsaty, (kyCpup) 9)

< kg)\—]x||v| + vsatq, (k3Cup) (10)

m

where the penultimate inequality was obtained using (P4), i.e 0 < vsaty, (k:g X p)

where the last inequality was obtained using (P1) and 0 < /\ <1< im
Moreover, it is readily seen that (p — p)(v — v) < 0 and (P3) imply:

(sat, (k]%(up) — saty, (kgCuﬁ)) (v—20)<0 (11)
Thus,
0 < vsaty, (k:g(up) < satg, (k:lg,(uﬁ) (v—"0)
+satq, (kJCup) 0 (12)

Rewriting (7) as follows
0 <pv<p(v—170)+pv (13)

and combining (10),(12),(13) one successively gets (using (P1) and (P2)):

A1 Am
Y < kg—|x\|v\+k:g—]p(v—v)|—l—up|v] (14)
Am _ Am
< kg*| HUH’{? !pv|+kg*|pv|+up|v| (15)
g m )‘ 2
< 2k *! v |+kiﬁ\$| + Up|Z| (16)

which means that (6) is satisfied in case (7).

2. Suppose
p—-p)v—0)<0 & pv<O0 (17)
In this case, ( = —m and (5) develops as follows:
v < w (satup (k:g)\ > — saty, (k:g)\ (p— ]5)>>
(18)
kP Jollp) < kI o] < kSO 19
< gy Iollpl < kplEll] < kgl (19)

Where the second inequality was obtained using property (P1). This means that (6) is satisfied in
case (17).

3. Suppose
p—p)v—0)>0 & pv<0 (20)



In this case, (4w = )%0 and (5) develops as follows

6 = o fsate, (gum) — s, (120 -9))| 1)
< 0-—wvsaty, (kz e ﬁ)) (22)

< —(v—0)saty, <k9)\ (p— ﬁ))
AR (23)
< 0+ @|0| < 6yl (24)

where the first inequality is obtained using (P4)
where the penultimate inequality is obtained using (P2)
From the last inequality, (6) is thus satisfied in case (20).

. Suppose
p—-p)(v—0)>0 & pv>0 (25)

In this case, ¢ = (g = )\io and (5) develops as follows

o — u<satup <k9 " )—satup (kﬁﬁ)(p—ﬁ)))

(26)
< gl < kg2l (27)
Ao
which means that (6) is satisfied in case (25).
. Suppose
(p—p)(v—0)=0 (28)
In this case, (5) develops as follows:

¥ = v(saty, (kjCup) — sata, (kjCawn(p — P))) (29)
= wsatq, (kJCup) — vsata, (k) Cawt(p — P)) (30)

< wvsaty, (kJCup) + p|0] (31)
Moreover, it is readily seen that (p — p)(v — ©) = 0 implies that p = p or v = ¥, which implies:
)

(sata, (kjCup) — sata, (kjCup))(v —0) =0 (32)

Combining (31) and (32), one successively gets:

Y < vsaty, (kyCup) + sata, (k§Cup) (v — 0) + Up|D|

(33)
< Wp|Z| + satg, (kjCup)v + [sata, (kyCup)v| + Gy|0|

(34)
< RO 0] + 3,3 (35)
>~ D )\0 P

where the last inequality is obtained using (P1) and (P2). which means that (6) is satisfied in case
(28). The proof is now completed.
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