N
N

N

HAL

open science

Elastic Phoenix: Malleable MapReduce for

Shared-Memory Systems
Adam Wolfe Gordon, Paul Lu

» To cite this version:

Adam Wolfe Gordon, Paul Lu. Elastic Phoenix: Malleable MapReduce for Shared-Memory Systems.
8th Network and Parallel Computing (NPC), Oct 2011, Changsha,, China. pp.1-16, 10.1007/978-3-

642-24403-2_1 . hal-01593035

HAL Id: hal-01593035
https://inria.hal.science/hal-01593035
Submitted on 25 Sep 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License


https://inria.hal.science/hal-01593035
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr

Elastic Phoenix: M alleable M apReduce for
Shared-Memory Systems

Adam Wolfe Gordon and Paul Lu

Department of Computing Science, University of Alberta,
Edmonton, Alberta, T6G 2E8, Canada
{awol f e, paul | u}@s. ual berta. ca

Abstract. We present the design, implementation, and an evaluation of Elastic
Phoenix. Based on the original Phoenix from Stanford, Elastic Phoemilsds

a MapReduce implementation for shared-memory systems. The kefeagwe

of Elastic Phoenix is that it suppontsalleable jobs: the ability addand remove
worker processes during the execution of a job. With the original Php#réx
number of processors to be used is fixed at start-up time. With ElasticiRhoe

if more resources become available (as they might on an elastic clougutom
ing system), they can be dynamically added to an existing job. If researee
reclaimed, they can also be removed from an existing job. The contepatle
leable jobs is well known in job scheduling research, but an implementaiti@an o
malleable programming system like Elastic Phoenix is less common.

We show how dynamically increasing the resources available to an ElasgnRh
workload as it runs can reduce response time by 29% compared to albtate
sourced workload. We detail the changes to the Phoenix applicatiorapnagng
interface (API) made to support the new capability, and discuss the inapkam
tion changes to the Phoenix code base. We show that any additional rin-tim
overheads introduced by Elastic Phoenix can be offset by the berfelgaam-
ically adding processor resources.

Keywords: MapReduce, parallel programming, malleable, shared-memory sys-
tems

1 Introduction

In many programming systems, the number of processesdyreaworkers is fixed
at start-up time. After all, creating and initializing pdaread data structures is most
easily handled at the beginning of the job. Furthermore cthesic batch schedulers
(e.g., Load Sharing Facility (LSF), Portable Batch Syst&BS), Sun Grid Engine
(SGE), LoadLeveler) either do not support a dynamicallyngfireag allocation of pro-
cessors in the middle of running a job, or support it awkwartlowever, with the
emergence of elastic cloud computing systems (e.g., AmB@&a1], Eucalyptus [11])
comes a new resource provisioning model where it is feasibddlocate more proces-
sors on demand. With additional processors, a MapReducaiglt finish with a lower
response time. But, what programming model or system cgpostipal leable jobs [8]
that have the ability to add (and remove) processor ressutagng job execution?



Custom applications can, of course, create and destrogdbien demand. But, one
of the most appealing aspects of the MapReduce programmaiuginfg] is the sepa-
ration of the application code from the management of pse®and data, for a large
class of data-parallel problems. Extending a MapReducesy support malleable
execution seems like a natural thing to do, with minimal &ddal complexity for the
application developer. And, although the benefits of rugmiralleable jobs on elastic
cloud systems depends greatly on the specific applicati@npption of dynamically
adding processors to a job is desirable, as long as the adstage reasonable and the
benefits are significant.

We present the design, implementation, and an evaluatidflastic Phoenix, a
MapReduce implementation for shared-memory multipramss3Vith a few minor
changes to the original Phoenix [14] application prograngnnterface (API) (Table 1)
and some changes to MapReduce applications (Table 2)jdaRstenix maintains the
original data-parallel programming model and has reader@aterheads. In our empir-
ical evaluation, we show the overheads to be small (6% to &nfiny applications
(Figure 2). And, in a synthetic workload experiment (Figdjewe show that Elastic
Phoenix can improve the response time of the workload by @9, over an equiva-
lent workload where processor allocations can change dijbpastart-up time.

Phoenix [14] is a MapReduce framework written in C for shamezmory com-
puters. Unlike other MapReduce frameworks, such as GaodiepReduce [6] and
Hadoop [2], Phoenix is not distributed: a Phoenix applaratiuns entirely in one ad-
dress space on a single host, using only the local filesystehmemory. But, we ar-
gue that as the core count of individual servers increasestowe, and if they have
sufficient 1/0 capacity, the desire to run a MapReduce apfitin on a single, shared-
memory server will also grow.

One limitation of the original Phoenix system is that, beseaall worker threads run
in the same process, an application cannot take advantaagdldifonal resources that
become available after a job is started. That is, if a Phoapptication is started with
four threads, and four more processors become idle whilegpécation runs, there is
no way to use these additional processors to acceleratéhtieniX application. In this
way, we say that Phoenix is not malleable, or in the termigwlof cloud computing,
Phoenix is notlastic.

Elastic Phoenix is a modification to the original Phoenixfeavork that allows
worker threads to be added or removed while a job is runnifggclwmakes our new
system elastic and mallealie.

2 Background

Phoenix [14] is a MapReduce framework designed for shareghony systems. A
Phoenix application is written in C and linked with the Phigdibrary into a single

executable. A Phoenix job runs in a single process, withiickvithere are multiple
worker threads and a single master thread. As in other Mapéeeilameworks, execu-
tion proceeds in four stages: split, map, reduce, and marget data is usually stored

! Elastic Phoenix is an open-source project and can be obtainedHtams: / / gi t hub.
com adamng/ el asti c- phoeni x.



in a file on the local filesystem. The split stage is performgdhe master thread,
generating map tasks. The map tasks are executed by thentbrkads, generating
intermediate key-value pairs in memory. This intermediitta is consumed by the re-
duce tasks, which are also executed by the worker threa@didl data emitted by the
reduce tasks is merged in multiple rounds by the worker ttwedhe merged data can
be written to a file or processed further by the master thread.

Themai n function of a Phoenix application is provided by the apglaa not by
the framework. The application configures a MapReduce jofilling in a data struc-
ture which is passed to the framework. The application mustige a map function.
Most applications provide a reduce function, although amiily reduce function is
provided by the framework. The application can optionallgyide a splitter function
for dividing input data (the default splitter treats theluibpata as an uninterpreted byte
array and splits it into even parts); a combiner that mengesmediate values emitted
by a map thread; a partitioner that divides the intermediata among reduce tasks;
and a locator function that helps the framework assign eaaitisplit to an appropri-
ate map thread based on the location of the data. The applicaust also provide a
comparator for the application-defined intermediate daejesk

Phoenix creates a worker thread pool, which is used for nefyae, and merge
tasks during execution of a job. Tasks are placed in a seteaf@g) one for each worker
thread, by the master thread. The worker threads in the paabgrk by pulling tasks
from their queues. If a worker’s queue runs out of tasks, lit stéal work from other
threads to avoid sitting idle.

Map tasks emit intermediate key-value pairs into a set @yarrEach map thread
has an output array for each reduce task (the number of redgks is defined by
the application). A reduce task processes the data prodocédby each map thread,
emitting final data into another array of key-value pairse§é final data arrays are
merged pairwise until a single, sorted output array is pcedu

To avoid confusion, we will henceforth refer to Phoenix asgdimal Phoenix,” in
contrast to our Elastic Phoenix framework. We use the nanoeiftk on its own only
for discussion applicable to both frameworks.

3 Redated Work

M alleable Programming Environments. Malleable applications are supported by the
Message Passing Interface (MPI) through its dynamic psoo@snagement capabil-
ity [9]. However, this technique is only applicable to applions developed directly on
top of MPI, which offers a low level of abstraction.

At a higher level, support for malleability has been impleteel in the Process
Checkpointing and Migration (PCM) library, which is builsing MPI [7]. PCM is
similar to Elastic Phoenix in that it adds malleability to existing APIl. However,
unlike Elastic Phoenix, the PCM implementation uses ek@itting and merging of
MPI processes; that is, the application developer is redu reason about malleability
in order to support it.

An unrelated project, also called Phoenix [12], providesm-NPI-based message-
passing API that supports malleability by allowing nodea tluster to join and leave a



computation while it runs. Unlike Elastic Phoenix, it is matended for shared-memory
systems.

MapReduce Improvements. Other research groups have also tried to reduce the re-
sponse time of MapReduce jobs by modifying the frameworkeonantics of the pro-
gramming model. The Hadoop Online Prototype (HOP) [5] impsoresponse time of
jobs in the Hadoop framework by modifying the flow of data dgrexecution. In HOP,
intermediate key-value pairs are sent directly from mapkexs to reduce workers, be-
fore a map task is completed. The framework can also prodartiafresults by running
the reducer on partial map output, though the reducer mustéduted over all the map
output to produce a final result. By better pipelining andrtamping the work between
the map and reduce stages, response time can be improved.

Vermaet al. [13] present a Hadoop-based MapReduce framework in whibhce
tasks not only receive but consume map output as it is pratj@dieninating the effec-
tive barrier between the map and reduce stages. This taghgltanges the semantics
of the MapReduce model, since the reducer no longer hasmeasaabout the order-
ing of its input data. Application developers are thus regpliio store and sort the data
if necessary. Evaluation shows that if careful and effictenhniques are used to han-
dle intermediate data, this modification to MapReduce cgrane response time for
certain classes of problems.

Choharet al. [4] explore the advantages of using Amazon EC2 Spot Ins&af&ig,
inexpensive but potentially transient virtual machinesa¢celerate Hadoop jobs. This
is similar to our work in that it provides a type of malleatyilio a MapReduce frame-
work: a job can be accelerated by adding worker nodes in SiweMer, because of the
nature of Hadoop, termination of a spot instance is expensivnce completed work
often needs to be re-executed. Elastic Phoenix does notuptezahis expense in re-
ducing the number of workers, since the data produced byoatipteted tasks is in
shared memory and will not be lost. We note, though, that atreat implementation
is not suitable for the semantics of Sls, in which the worl@deis terminated without
warning, since an Elastic Phoenix worker requires a signalalittle bit of extra time
to clean up when it is removed.

The Intermediate Storage System (ISS) [10] for Hadoop imgsdhe response time
of MapReduce jobs when faults occur. Hadoop normally storas output data on local
disk until it is required by a reduce worker, requiring thepmask that produced the
data to be re-executed if a fault occurs on the worker node.I8% asynchronously
replicates the intermediate data, saving the re-exectitimnif only one replica incurs
a fault. However, this technique induces overhead in theratesof faults.

4 Design Goals

Our design goals for Elastic Phoenix were:

— Elagticity. The user should be able to add (or remove) worker threadsttorang
MapReduce job in order to accelerate it. The framework gshnat make assump-
tions about the stage of computation during which worketkhei added.



— Design Flexibility. The implementation described in this paper uses the POSIX
shared-memory mechanism, but our design assumes as ditlessible about the
mechanism being employed, such that it can be ported to d#tarsharing mech-
anisms in the future.

— API compatibility. It should take minimal effort to make an original Phoenix ap-
plication work with Elastic Phoenix.

These design goals are sometimes conflicting. In particoaintaining the API of
the original Phoenix framework, which was not designed fasticity, made it more
difficult to achieve the other goals.

5 Implementation

Master Process
Master
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Task Queue

Intermediate
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Phoenix Process Master
Thread Shared
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I Final Data

Shared Memory
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Data

Task Queue I Final Data

Worker Worker Worker Worker
I Thread Thread Thread Thread

Worker Worker

Worker Worker
Thread Thread

Thread I Thread

Worker Process
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Fig. 1. High-level architecture of (a) original Phoenix and (b) Elastic Phoenix

The basic design change that enables Elastic Phoenix isadigpaof the mas-
ter thread and worker threads into different processedlussrated in Figure 1. This
presents a number of challenges, since original Phoenixdeaigned with a shared
address space in mind. In addition, our implementation doeassume that all worker
processes share a kernel or filesystem, allowing futurdoresso support distributed
operation using another distributed data-sharing meshasuch as distributed shared
memory or message passing.

5.1 Sharing Data

One challenge in designing Elastic Phoenix was how to gettidata to the worker
threads. The master thread splits the input data, but thkewdhreads then need to
access this data for the map phase. A common idiom in origihaénix applications is
to mmap an input file, then have the splitter calculate offsets ihntorhapped file. Since
Elastic Phoenix threads do not share an address spacdgthnily evill not work. In the
interest of flexibility, we also assume that the worker peses cannot access the input
file.



Our initial design, which made no changes to the originaldPito API, required
splitter functions to return pointers to the actual inpugdahe framework then copied
this data into shared memory. This was a simple requirerbehtne that did not exist
in original Phoenix. As a result, some original applicaioaturned pointers to struc-
tures that describe the input data, rather than pointeredmttual data itself. This
design allows applications to continue using theap method described above, with
most applications requiring no changes to the splitter code

However, copying the input data into shared memory aftea# been split is a
performance bottleneck. Most application-provided gl must examine at least some
portion of the data in order to generate sane splits. Thexefioe copying strategy ends
up reading in the data from disk during the split, then cogyhre data into the shared-
memory region, and possibly reading the data off disk adaireibuffer cache has been
recycled.

Our final design changes the API for splitter functions byiagdan argument:
a structure containing pointers to memory-allocation fioms, which we require the
splitter use to allocate space for the input data. The fanstive pass to the splitter are
custom memory-allocation functions that allocate spadbenshared-memory region,
keeping all allocation metadata in the region itself. Thenown design for splitters
using this APl is to allocate memory for a split, read dat&diy into this memory,
then reduce the size of the split as necessary to reflectcagipl-specific restrictions
on the split data.

In addition to the input data, the master and the workers shate the interme-
diate and final data arrays. The intermediate data is stfaigfard to move into the
shared-memory region, using the previously mentioned mgitocators to dynam-
ically allocate the arrays. The only complication is tharthis a set of intermediate
data arrays for each worker thread, and in Elastic Phoeeitatal number of worker
threads is not known at initialization time. We deal withsthly setting an upper bound
on the number of map threads and pre-allocating space faorebessary pointers.

There is one additional issue with the final data array: ieitsimed to the appli-
cation when the MapReduce job finishes. This causes a prdideause many appli-
cationsf r ee this array when they are done processing the results it icent&his
works in original Phoenix because the framework allocatesfinal data array with
mal | oc. In Elastic Phoenix this array resides in the shared-memegipn and is al-
located with our custom allocator. We deal with this by addinfunction to the API:
map_r educe_cl eanup. The cleanup function mirrors the frameworksp_r educe_

i ni t function, and is called by the application when it is finisthéth the results of
the MapReduce job.

5.2 Assigning Tasks

In original Phoenix, there is one task queue for each workraid. The framework
does allow threads to steal work from other queues when theirqueue runs out, so
pre-allocating a task queue for each of the maximum numbwesodfer threads is one
potential solution. However, given that Elastic PhoeniX veirely have the maximum
number of worker threads, this would lead to the threadsustiveg their own queues,
then all sharing the other queues until they are exhauste@nGhis, we opted for



a simpler design with a single task queue. The task queuesiglforcated in shared
memory with a maximum number of tasks, and all worker threakls work from the
queue. Since the task queue in original Phoenix was alrdadad-safe for dequeue
operations, we re-used nearly all of its code.

The pre-allocation design causes an issue for the splittere is a maximum num-
ber of map tasks, so the splitter can only create so mangshldstic Phoenix uses the
application-provided unit size estimate to request an@pate number of data units
for each split such that the task queue is filled but not exegedowever, an appli-
cation’s estimated unit size will, in some cases, be inateupecause the data is not
uniform and not known beforehand. In this case, the framkewmay run out of space
for map tasks before all the data has been split. We deal igtsituation by requiring
that splitters be “resettable”. When the splitter is passegeial argument, it should
thereafter operate as if it has not yet been called. When weuuof space for map
tasks, we reset the splitter and re-split the data, requgestore units for each task. This
is a rare case, as many applications provide good unit sizeates. We have observed
that when re-splitting is required it often takes only ongwhich tends to be fast due
to filesystem caching.

5.3 Coordinating Workers

An Elastic Phoenix job is started by first running the mastecess, then running one
or more worker processes. Coordinating the worker thresasisewhat different from
original Phoenix, since the master does not create the wirkeads.

We use two basic mechanisms for coordination in Elastic Ritoa worker counter
and a barrier, both stored in shared memory. When the maatts, st executes the split
phase, then waits for workers to join the computation. Thet fiing a worker process
does when it starts is acquire a worker ID using the countehared memory. This is
done using atomic operations to avoid the need for a lock.

Because we do not assume that all workers run under the same,k@e cannot
use a blocking barrier for synchronization between contmrtgohases. Instead, we
have implemented a barrier using spinlocks and polling. Gdveier is used after each
stage to synchronize the master and worker threads. Thenthastad reaches the bar-
rier first, since it does no work in the map, reduce, and melgsgs. To make the
barrier code simpler, we give each worker process a constember of threads; in our
current implementation the default is four. In addition, wge a shared spinlock to pre-
vent new workers from joining the computation at inconvantenes, such as after the
first worker thread reaches the barrier (since this woulchghahe number of threads
expected, complicating the barrier code) or before the enésts finished setting up the
necessary shared environment.

Elastic Phoenix keeps track of the current phase of exatusing a flag in shared
memory. This allows workers to join during any stage of execu split, map, reduce,
or merge. A worker that joins during a later phase skips tleeipus phases entirely.

An additional coordination problem in Elastic Phoenix iatthecause we have at-
tempted to preserve the original Phoenix APl as much aslges#ie application code
is not intended to be executed in multiple processes. Maginat Phoenix applications
contain code that should be executed only once as part @lipdtion or cleanup. We



add two optional application-provided functions to the A¢*tleal with thispr ep and
cl eanup. If an application may provides these functions, Elastiod?tix guarantees
that they will be executed only in the master process.g@rep function is called before
any other work is done, and can be used to, for example, ogeinplat file and set up
data for the splitter. Thel eanup function is called by themap_r educe_cl eanup
function described earlier. These functions reduce thd faeapplications to explicitly
manage concurrency, and allow our implementation to hanlalization and cleanup
differently in future versions.

6 Porting Phoenix Applications

Table 1. API changes from original Phoenix to Elastic Phoenix

[Description |Original Phoenix [Elastic Phoenix |

int splitter(void *,
map_args_t *,
splitter_memops_t *)

int,

Splitter
signature

functiori nt splitter(void *, int,
map_args_t x)

Splitter uses prg
vided allocator

free(out->data);
out->data =

mal | oc(out - >l engt h);

mem >f ree(out - >dat a) ;
out->data =
mem >al | oc(out - >l ength);

Splitter can be resg

oN/A

if(reg_units < 0) {
| seek(data->fd, 0, SEEK_SET);
dat a- >f pos = 0;

}

printf (" Nunber _of val ues: %\ n",

New  cleanupprintf(’Num uvlal uif: u%j\hn'," nT_args. resul t->l ength);
API function mr_args. resu t->length); map_r educe_cl eanup( & _args);
return(0); )
return(0);
int main(int argc, int prep(void *data,
char **xargv) { map_reduce_args_t xargs) {
struct stat s;
New application struct stat s; stat("in", &s);
. stat("in", &s); ((app_data_t*)data)->fd =
prep function data.fd = open("in"); open("in");
nT _args. data_si ze = args- >data_si ze =
s.st_si ze; s. st_si ze;

}

New

application
cl eanup function |

int main(int argc,

. ‘cl ose(data.fd);

char *xargv) {

int cleanup(void *data) {
app_data_t *ad =
(app_data_t =*)data;
cl ose(ad->fd);

APl ni t modifiegi nt nargs = argc;
char *fname = argv[1];

ar gc andar gv

map_reduce_init();

map_r educe_i ni t (&argc,
int nargs = argc;
char *fname = argv[1];

&argv) ;

One of our design goals, as described in Section 4, was t altminal Phoenix
applications to be easily ported to Elastic Phoenix. In #@stion, we describe our
experiences porting applications, and try to quantify thrant of change required.
Table 1 lists the complete set of API changes.

The biggest change that is required in every application the splitter function.
Since Elastic Phoenix requires that the splitter use a fnarie provided memory allo-



cator for allocating input splits, it has an additional argnt. In some splitters, this is
simply a matter of replacing calls toal | oc with calls to the provided allocator, but
most need to be restructured to read in a file incrementadiead of usingnrap, as
described in Section 5.1.

In Phoenix applications, most of the codenmi n serves one of four purposes: set-
ting up the splitter; setting up the MapReduce job; procestie results; and cleaning
up. The first can usually be moved verbatim into pinesp function. The second is usu-
ally idempotent, operating only on local data structuresl, @n remain intact without
harm. The third and fourth can usually be moved to¢dheanup function to ensure
they execute only in the master process.

Table 2. Porting MapReduce applications: original to Elastic Phoenix (lines of code)

[Application [Original[ElastidLines altered
Histogram 245 285 |110
Word Count 234 202 |114
Linear Regressio230 243 |97
Matrix Multiply {168 185 |48

The original Phoenix framework includes seven sample egfitins: histogram, k-
means, linear regression, matrix multiply, PCA, stringehatind word count. Of these,
we have ported histogram, word count, and linear regresBiGA and k-means require
multiple MapReduce jobs, a feature not currently suppoieBlastic Phoenix (we
discuss this limitation in Section 8). The matrix multiphcluded in original Phoenix is
not written in the MapReduce style: the map tasks calcutetedsultant matrix directly
into a known output location, rather than emitting the cllted values as intermediate
data. We wrote a new matrix multiply for original Phoenixtthises the MapReduce
style, emitting a key-value pair for each entry in the remutlimatrix, then ported it to
Elastic Phoenix. String match also does not emit any intdrate or final data; in fact,
it produces no results at all.

To quantify the amount of work required to convert an appidceto Elastic Phoenix,
we analyzed the applications we converted. First, we catedlthe lines of code for
each application before and after conversion using SLO@C8). Second, we es-
timated how many lines were altered by takingliaf f of the two source files and
counting the number of altered lines in the Elastic Phoeeision. This does not en-
tirely account for the fact that many of the changes simplglved moving code from
one function to another. The results of this analysis anglaygd in Table 2. Of course,
lines of code are an incomplete and controversial metripfogramming effort, but we
include it as a data point for consideration.

Word count was the first sample application we ported, and wdified it in-
crementally during the development of Elastic Phoenix.réfoge, it underwent more
change than would an application being ported directly &fthal version of Elastic
Phoenix. We ported histogram and linear regression to aamirediate version of Elas-
tic Phoenix, then to the final version, so they display lessge than word count. We
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developed our new version of matrix multiply for originaldgmix first, then we ported
it directly to the final version of Elastic Phoenix. Therefpmatrix multiply provides
the best indication of the effort needed to directly port ppl&ation. Anecdotally, a
single developer wrote the new matrix multiply applicatfonoriginal Phoenix in sev-
eral hours, and took only a few minutes to port it to Elastio&Htix.

7 Evaluation

We evaluated Elastic Phoenix in two ways. First, we evatligbe overhead of us-
ing Elastic Phoenix by running our ported applications viitth frameworks. Then,
we explored the advantages of Elastic Phoenix by developiwgrkload of repeated
MapReduce jobs on a system where the availability of prasessries over time. All
experiments were performed on an Intel Xeon X5550 (2.67 Gidm)er with two sock-
ets, eight cores, 16 hyperthreads, and 48 GB of RAM. We cadptiginal Phoenix
with its default tuning parameters, and used the defaultimrker threads per process
for Elastic Phoenix.

Table 3. Applications and inputs for evaluation

[Application [Description [Input Size |

Histogram Counts the frequency of each color value over pixels |ih4aGB
bitmap image

Word Count Counts the frequency of each word in a text file 10 MB

Linear Regressigenerates a linear approximation of a set of points 500 MB

Matrix Multiply [Parallel matrix multiplication using row and column block€900x1000

7.1 Overhead
O _q o o
™ /Am ™
o
~ o Ja=—r==08Z_ o | A o |
S N / «
Fo3 A S A S 1
O Original Phoenix () -3 - 8|
o A Elastic Phoenix o Jo ° ° o
T T T T T T T T T T T T
4 8 12 16 4 8 12 16 4 8 12 16
Threads
(a) Histogram (b) Word Count (c) Linear Regression

Fig. 2. Overhead experiment results for I/O-bound applications
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The performance advantage of malleability is that MapRedolos can be acceler-
ated as they run by adding threads to the computation. Ifteghead of Elastic Phoenix
is so large that, for example, using four threads in origitabenix is faster than using
eight threads in Elastic Phoenix, then this advantage gesag. In this section we eval-
uate the overhead of using Elastic Phoenix, showing thasdone applications it is
possible to increase performance by adding threads.

To evaluate the overhead of our design, we ran four appdieatinder both original
and Elastic Phoenix. For each application, we used thedaigigeut data we could given
4 GB of shared memory (we discuss these limits in Sectionl8.applications we used
and their input sizes are shown in Table 3. All times are ayesaver five runs, with
cold filesystem caches.

We divide these applications into two classes, which wedigituss separately: I/O-
bound and CPU-bound. Histogram, word count, and linearessjpn are 1/0-bound.
This is due to the fact that the computation performed in tlh Bsnd reduce stages is
quite trivial, even with large input. The bottleneck, tHere, is reading and splitting
the input data, which must be done serially in both origimal &lastic Phoenix. Our
matrix multiply application is CPU-bound because its injgugenerated in the splitter
function, avoiding any file I/O.

Benchmark results for the I/O-bound applications are preskin Figure 2. Being
1/0-bound, we do not expect any speedup as we add threadsb¥eeve that Elastic
Phoenix has little overhead compared to original PhoenixHe histogram and linear
regression applications (8% and 6%, respectively, on geg¢rahowing some slowdown
as we add more threads due to the additional coordinatiomesd. These applications
have large input data, and generate intermediate data iitecanumber of keys.

In contrast, we observe significant overhead (1792% aviiagie word count
application. This overhead likely stems from the fact tie input size is small, and
that the application produces a large amount of intermediata with diverse keys,
since many more words appear infrequently in the input thgoear frequently. This
causes a large amount of extra shared memory to be allocatateber used, as the
framework allocates space for multiple values (10, by défaith the same key when
the first value for a given key is emitted. In fact, word coumith only 10 MB of
input data, can be run with at most 12 worker threads in Eldtioenix; with more
threads, the small amount of additional per-thread alionah shared memory causes
it to exceed the 4 GB limit. Our shared-memory allocatorispe, and does not match
the efficiency of the systemisal | oc, which is used in original Phoenix.

Benchmark results for our single CPU-bound applicatian,(matrix multiply) are
shown in Figure 3. Here we observe significant speedup fremtéoeight threads, then
moderate speedup as we increase to 12 and 16 threads. Wizdhibat the extreme
speedup from four to eight threads is caused by the fact tha€BUs are quad-core,
and with eight threads Phoenix uses both sockets. OrigihakRix pins threads to
cores, spreading work out as much as possible, but we ha¥eyeced it to use the
same number of processors as threads, so the four threaggaesl onto one CPU.
Using both sockets doubles the total usable cache size aertdtdi memory bandwidth
available. The decline in speedup beyond eight threadkelyldue to the fact that we
have only eight real CPU cores, and the hyperthreaded ctiezdittle advantage in an
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Fig. 3. Overhead experiment results for the CPU-bound matrix multiply application

application such as matrix multiply with regular memoryespatterns, few branches,
and no disk I/O.

With four threads (i.e., a single worker process), Elasktioghix adds no overhead
compared to original Phoenix. Elastic Phoenix adds a mégleraount of overhead
when more than one process is used, due to the added oveffresatdinating threads
in multiple processes, such as increased contention otosgg Overall, the overhead
averages 38%. Nonetheless, Elastic Phoenix with eighadsrés significantly faster
than original Phoenix with four threads, suggesting thatabhility to add additional
workers as a job runs can improve performance in some cases.

7.2 Elasticity Advantages

Elastic Phoenix can improve throughput and job latency tgwahg idle processors
to be used immediately by a running MapReduce job. A perfacaamprovement
is possible when the overhead of using Elastic Phoenix doesxteed the speedup
provided by the additional threads. As we showed earliés, iththe case for some
applications. In this section, we evaluate how much peréorce can be gained in such
a situation. For this benchmark, job latency can be redugezbb6 by adding threads
as processors become available.

Consider a scenario in which a sequence of MapReduce jobs igpeatedly, start-
ing again each time it finishes. For example, the sequencecmasist of a job that
creates a link graph from a set of hypertext pages, then ahgtbcomputes the most
popular page. Assume the jobs run on a system where CPU cesobecome avail-
able unpredictably, as is typical in a multi-user, batchestuled environment. Original
Phoenix always uses the number of CPUs that are available wistarts, while in
Elastic Phoenix CPUs are added to the computation as theyrzeavailable.

Our benchmark uses alternating linear regression andmatitiply jobs with
random-sized inputs of 250 MB to 500 MB for linear regressiad 500 x 500 to 1000
x 1000 for matrix multiply. This sequence represents a ipicorkload of an I/O-
bound job that generates input for a compute-bound joboadth we do not actually
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use the linear regression output as input for the matrixiplyldwith one worker thread,
the jobs take between 1 second and 5 minutes each. For thesimgnt, we compiled
Elastic Phoenix with one thread per worker process, so tltain take advantage of a
single processor becoming available.

We generated a set of random CPU availability changes, whergy 5 seconds
the number of CPUs available can change, with at least 2 ambstt 8 CPUs always
being available, since our host has 8 CPU cores (we do notogrtipg 8 hyperthreaded
cores). The workload we generated contains 500 jobs in &#8llinear regression jobs
interleaved with 250 matrix multiply jobs.

Jobs Completed
100 200 300 400 500
]

— — Original Phoenix
—— Elastic Phoenix

T T T T T T
0 1000 2000 3000 4000 5000

0
1

Time (s)

Fig. 4. Job completion over time in the elasticity benchmark

The results of the experiment are displayed in Figure 4.i@adPhoenix completed
the jobs in 5,451 seconds and Elastic Phoenix completedbitifn 3,866 seconds, a
29% improvement. We see from these results that adding gsoce as they become
available can drastically speed up a workload of this type.

Note that we have successfully tested the ability to dynaltyicemove workers
from a running Elastic Phoenix job, for proper malleabjlibyit we do not present a
performance evaluation in this paper.

8 Limitationsand Future Work

The design of Elastic Phoenix introduces a number of linatest not present in original
Phoenix. Some of these are inherent to the design we haverchothers are due to
our current implementation and could be eliminated in tharfuwithout a significant

design change. There are also some ways in which ElastimbBho®uld be improved,

orthogonal to these limitations.

Job Size. Currently, the size of the shared-memory region used widtstitel Phoenix
limits the amount of input data that can be used. This is beedoe input data must
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all fit in shared memory, and will share the space with somédefintermediate data
(input data is freed immediately after being used by a map tag intermediate values
are stored to shared memory as they are produced). Simithdyintermediate data
must share the space with some final data, so this data ismised in size. The input
size limit is not the same for all applications and cannot &lewdated in advance. As
mentioned in Section 7.1, the number of intermediate kéyevpairs, as well as the
diversity of the keys, affects the maximum input size.

Combiners. The original Phoenix framework allows applications to pdeva com-
biner function, which performs a partial reduce on the magpuiuof a single worker
thread. This can speed up the reduce stage, and reduce thatashepace used for in-
termediate data. In particular, it helps applications tteate a large number of repeated
intermediate keys.

Elastic Phoenix currently does not support combiners. Pipdication may specify
a combiner, to keep the API consistent with original Phogmist it will not be used by
the framework. This is a limitation of the current implemegitin and could be changed
in the future. It is possible that this modification wouldelith the job size limitation
by compacting intermediate data.

Multiple MapReduce Jobs. A common idiom in MapReduce applications, including
Phoenix applications, is to run multiple MapReduce jobsiuence. For example, one
might run a job to do a large computation, then another jolotbthe results by value.
In original Phoenix, multiple jobs can be performed withewiting data to disk: the
output data from one job becomes the input data to anotheiljwit is, multiple calls
are made to the Phoenix MapReduce scheduler within a sirgtitable application.

The current Elastic Phoenix implementation does not supponing multiple Map-
Reduce jobs in one execution, due to the way in which ElastaeRix initializes data
that will be shared among the master and worker processéslifffitation could be
eliminated through some further design.

Number of Workers. Elastic Phoenix pre-allocates a number of data structhesrt
original Phoenix are allocated based on the number of terieaithg used. In particular,
there is one set of intermediate data queues and one finatjdatee for each worker
thread, and the pointers for these are pre-allocated. Tdwdg be allocated dynamically
as workers join the computation, but this would require gsinlinked list or similar
structure, making lookups slower when inserting data.

In order to pre-allocate this data, we set a fixed limit on thenber of worker tasks
that can join a MapReduce job. The default limit in our cutriemplementation is 32
threads, which allows for eight worker processes with fbweads each. On any given
system, the number of worker threads is naturally limitedh®number of processors,
so this is a minor limitation.

Other Future Work. Elastic Phoenix makes extensive use of spinlocks instead of
blocking locks. This is because we designed Elastic Phositixflexibility in mind,
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and for a potential hybrid shared-memory and distributeatrory version of Elastic
Phoenix where the worker processes may not share a kerrléhgrtae use of standard
blocking locks, such as pthreads mutexes and semaphonggssible. One potential
performance improvement would be to use blocking locks whew are available, or
to exploit optimistic concurrency by making more extensige of atomic operations.
This would likely involve abstracting locking and atomicesptions so that they could
be implemented in an appropriate way for any given data sparystem.

The original Phoenix software implemented many optim@aito improve cache
usage and memory locality for worker threads. In the prooglssilding Elastic Phoenix,
we have eschewed many of these optimizations, either becthesg do not apply in the
case where worker threads are in different processes ousecgetting the initial ver-
sion of Elastic Phoenix was easier without them. In the fituve may re-introduce
some of these optimizations.

9 Concluding Remarks

We have presented the design, implementation, and an ¢ealud Elastic Phoenix,
a MapReduce implementation for shared-memory multipismras Based on the Stan-
ford Phoenix system, Elastic Phoenix adds the ability tqosupmalleable jobs that
can dynamically add processors to the computation, withgied of reducing the
turnaround time of the job or workload.

Using a synthetic workload (Figure 4), we have shown thastieid?hoenix can im-
prove the response time of the workload by up to 29%, over aivaignt workload
where processor allocations can only change at job statimg Although the ben-
efits of malleability or an elastic programming system walry from application to
application, Elastic Phoenix provides those benefits whiéntaining the MapReduce
programming model and much of the Phoenix API.
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