
HAL Id: hal-01593009
https://inria.hal.science/hal-01593009

Submitted on 25 Sep 2017

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Distributed under a Creative Commons Attribution 4.0 International License

Hardware Performance Monitoring for the Rest of Us:
A Position and Survey

Tipp Moseley, Neil Vachharajani, William Jalby

To cite this version:
Tipp Moseley, Neil Vachharajani, William Jalby. Hardware Performance Monitoring for the Rest of
Us: A Position and Survey. 8th Network and Parallel Computing (NPC), Oct 2011, Changsha„ China.
pp.293-312, �10.1007/978-3-642-24403-2_23�. �hal-01593009�

https://inria.hal.science/hal-01593009
http://creativecommons.org/licenses/by/4.0/
http://creativecommons.org/licenses/by/4.0/
https://hal.archives-ouvertes.fr


Hardware Performance Monitoring For the Rest of Us
A Position and Survey

Tipp Moseley1,2∗, Neil Vachharajani2,3∗, and William Jalby1
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1 Introduction

Microprocessors continue to make great strides in performance and scalability, yet hardware
performance monitoring remains an area of dissatisfaction amongst those interested in better un-
derstanding the interactions of hardware and software. HPM technology has, at best, maintained
the status quo for over a decade, though hope for better answers still remains. As it is, HPM is
well-suited for some purposes, and everyone else tries to make the most of what is available.
HPM will never be everything to everyone, and as new features are added, new users will adopt
them in unforeseen ways.

HPM means different things to different people, so before proceeding we will give it a def-
inition. Hardware performance monitoring refers to any hardware mechanism that enables (not
necessarily by design) insight into how software performs on a microprocessor. This definition
includes features as simple as timer-based interrupts, but also a broad range of things like event
counters, last branch buffers, instruction-based samples, and many more.

Defining perspective is equally important. Performance tuning for any party involves iden-
tifying hot and representative code and determining whether the code is satisfactory relative
to some notion of peak performance. When code does not achieve peak performance, the per-
spective of a hardware architect and software developer are quite different. From a hardware
architect’s perspective, some hardware unit performs poorly due to an instruction which cannot
be changed. From a software developer’s perspective, some instruction performs poorly due to
some hardware unit which cannot be changed. Understanding this distinction is important for
deciding how information is to be collected and presented. We describe HPM from a software
perspective in hopes of influencing hardware architects to consider this viewpoint in future de-
signs.

When tuning an application, either manually or automatically, there comes a point when
further performance gains can only be achieved by truly understanding the minute details of the
microarchitecture. Due to the effort required, however, this is one of the last stages of application
tuning. Figure 1 illustrates this phenomenon.4 Of course, some strategies can fit into multiple
regions. Conveniently, the graph has no scale. The curve is segmented into three stages:

1) Application Insight. The biggest performance gains come from identifying and understanding
the behavior of the hot portions of the code to apply better algorithms, refactor code, or choose
the best data structures [1].

Simply knowing where an application spends its time is the most valuable piece of informa-
tion available. Yet this seemingly simple task is still an area of active research, even for natively
compiled programs [2, 3]. In the managed world, the state of things is comical (though here,
HPM is not at fault) – one of our colleagues tested several different Java profiling tools and
found the relative execution time attributed to specific functions can differ by an order of mag-
nitude!

Software engineering can expedite development, but opacity can lead to terrible performance
for even small programs. The authors of a binary decision diagram (BDD) based potential par-
allelism detection tool discovered a 12X speedup simply by tuning parameters of their BDD

4 This figure comes completely from the authors’ imaginations.
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Fig. 1. Additional tuning effort versus marginal performance improvement.

library’s garbage collector [4]. For linear solvers, choosing the correct software package can be
of similar importance. A performance engineer at a large company helped application developers
achieve a 1000X speedup by integrating a library call that used fork/exec repeatedly. None of
these programmers are stupid; they are simply ignorant to the entire behavior of their program.

Though we somewhat disagree with his conclusion, Zilles’s “Benchmark Health Considered
Harmful” [5] is a must-read for compiler and architecture researchers. The health benchmark
is often used to tout significant gains from compiler and architectural optimizations targeting
linked lists. Instead, Zilles modifies the program’s algorithms and data structures to produce
the same result with 200X better performance. Zilles concludes health probably does not
represent any real benchmark, while we fear it may be more common than anyone would like to
admit.

The purpose of this group of anecdotes is not to argue that HPM does not matter. To the con-
trary, HPM can provide useful information to help uncover these types of hardware independent
performance sinks and assist the developer in fixing them.

2) Application + Architectural Insight. Here, we make a distinction between architecture and
microarchitecture. We use the term architecture to describe any aspect of performance that re-
quires some knowledge of how modern processors are designed (i.e., with branch predictors,
TLBs, and caches), and microarchitectural for things that pertain to a specific processor imple-
mentation (e.g., Core i7’s unaligned vector operations will perform better when given aligned
data, but Core 2’s vector operations perform the same in either case).

Since all high performance CPUs have caches, it is important to structure data access patterns
with their behavior in mind. For example, on a Core 2, loop interchange for matrix multiplication
provides a 10X performance improvement.

Though the complexity varies greatly, branch predictors are also a ubiquitous piece of hard-
ware and can be a critical performance bottleneck. Moseley et al. show an example from 445.gobmk
where a clever software transformation to reduce branch mispredicts leads to an 8X performance
improvement on a Pentium 4 [6].

The measurable impact of each of the previous anecdotes could vary in magnitude, but they
represent common pitfalls that are significant on any piece of modern hardware. As such, HPM
should provide simple and accessible features to access architectural performance information.

3) Microarchitectural Insight. HPM can be of assistance at every point on the curve, but without
a simulator, it becomes necessary for microarchitectural insight. At this level, very subtle and
often undocumented features such as queue sizes, specific latencies, alignment issues, µops,
and coherency protocol idiosyncrasies come into play. Mytkowicz shows that simply altering a
program’s initial stack alignment by modifying the size of an environment variable can often
affect performance by around 30%, and in one case, 300% [7].
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Fig. 2. CPUs purchased versus level of microarchitectural insight desired.

Because their scope is typically limited, microarchitectural optimizations are often auto-
mated by compilers, libraries, and runtime systems. Building these systems is left to the top
experts, and they must have intimate knowledge of processor-specific features, techniques for
measuring such features, and limitations of measurement.

Understanding microarchitectural interactions comes at a high cost of both education and
tedious analysis, yet the potential gains are diminished. An increasingly popular solution is to
simply guess a lot and choose the best solution [8–11], though the guessing process (also known
as search or learning) can take a long time, and defining the parameters to use may still require
an understanding of the underlying microarchitecture.

Interestingly, the three-stage model can be observed in compilers and operating systems as
well. The first steps of the compiler are transformations like inlining, constant propagation, and
common subexpression removal. Next are vectorization and loop unrolling, and finally instruc-
tion alignment, scheduling, and peephole optimizations are performed.

We believe that HPM capabilities should mirror the three-stage model. Today, low-level in-
formation, while necessarily concrete, does not cover everything compiler, OS, and VM design-
ers care about. Stages 1 and 2 are even worse off because an expert-level of understanding is
often required to collect and apply HPM data; hardware and software must improve to provide
more abstract information for the earlier stages of performance tuning.

Motivation. The common desktop computing experience is enough to see that most programs do
not get past stage 1. From that perspective, it is hard to motivate designing HPM with application
tuning in mind. As it is, HPM is clearly designed to give hardware designers the feedback they
need to understand their own decisions. However, Figure 2 highlights an important trend in
hardware sales5; end customers who purchases more hardware have higher expectations of how
well they will be able to understand and monitor the hardware. Note that the curve levels off
at no more knowledge about the processor can be gained (though customers will still continue
to buy more hardware after that point). Furthermore, a [real] study by HP [12] concluded that
the performance increase from using counters is more effective than simply waiting for a faster
processor.

For instance, when AMD’s Lightweight Profiling [13] is released, we believe it alone will
drive some percentage of our colleagues cluster purchasing decisions, if only for research po-
tential. For supercomputing and datacenter customers, even the smallest gains can translate to
millions of dollars of savings on energy costs. HPM that enables developers to realize these
savings adds real value.

5 This figure is also imaginary.



The rest of this paper is organized as follows. Section 2 gives an overview of modern HPM
hardware. Section 3 discusses issues facing current and future designers and users. Section 4
proposes some alternatives and opportunities for improvement. Section 5 proposes a paradigm
shift from the current course. Finally, Section 6 concludes.

2 Background

This section gives a brief overview of the types of hardware that exist today (or have existed in
the past). It is far from complete, but it covers most of what is currently available.

2.1 Event-based Sampling (EBS)
Event-based sampling involves configuring a counter to interrupt every Nth time an event occurs.
When the interrupt occurs, the program counter (PC) can be recorded. Ideally, EBS can be used
to identify instructions that most frequently cause a specific event. However, due to the out-of-
order (OoO) nature of modern processors, the reported PC may be quite far (tens of instructions)
from the instruction that actually triggered the interrupt.

Time-based Sampling (TBS) Logically, time-based sampling is event-based sampling where
the event is time. It may use a high-frequency interrupt (or an event like CPU CLK UNHALTED)
to collect information at specific time intervals. TBS can be used to get an estimate of where time
is spent in the system [14, 15], though more weight will be given to long-latency instructions.
In conjunction with other counters, it can be used to get an overall sense of bottlenecks in a
program [16].

TBS is the most basic form of HPM and needs no special hardware support (for low fidelity).

Precise Event Based Sampling (PEBS) Several generations of Intel x86 machines have in-
cluded a feature called Precise Event-Based Sampling [17]. For a small subset of possible events
(and until Core i7, only a subset of counters), PEBS will report the entire architectural state (i.e.,
register contents), and the PC is claimed to be within one instruction of the actual culprit.

POWER processors have a mode called random sampling which is similar to PEBS, but it
gives the actual PC associated with an event.

2.2 Instruction Based Sampling (IBS)
Due to the imprecise nature of EBS, Digital introduced ProfileMe [18] in the Alpha 21264,
which has since inspired Instruction-based Sampling included on AMD’s x86 offerings since
2007 [19]. IBS works by tagging random instructions and recording useful properties of their
journey through the pipeline. Unlike ProfileMe, which did not have to deal with µops, IBS has
two modes: fetch and op sampling. Fetch sampling reports the instruction’s address, whether a
fetch was completed or aborted and how long it took to complete, and flags for which levels of
cache or TLB were missed. Op sampling reports the instruction’s address, tag-to-retire cycles,
completion-to-retire cycles, and flags for branch misprediction and many memory-system related
flags.

2.3 Event Address Registers (EAR)
Debuting in Intel Itanium Processors, event address registers [20] can be configured to sample
detailed information including precise PC and linear address for fetches or loads (but not stores)
that miss in specified caches or TLBs.

Load Latency Filtering (LLF) Load latency filtering [17] is a mechanism introduced with Intel
Core i7 processors and works in conjunction with PEBS. LLF is similar to EARs, though it is
more flexible and in some aspects more informative. It works by randomly tagging load (but
not store) ops, and when a load exceeds a specified threshold, it reports the linear address along
with fields denoting where the data came from (e.g., local L2/L3, remote cache, local/remote
DRAM). LLF is more powerful than EARs because it provides more details on the source of the
data. Since it is a PEBS facility, the PC may be off by up to one instruction.
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Fig. 3. Survey of HPM users (sample size = 3).

2.4 Last Branch Record (LBR)
A last-branch record is a buffer containing the most recently seen branch instructions and targets
(ranging from 4 to 16 branches) [17]. It can also be configured to filter based on branch type
(e.g., call, return, conditional). In conjunction with PEBS, it can be used to give the path leading
up to a cache miss.

2.5 Lightweight Profiling (LWP)
Though not yet available at the time of writing, AMD has released an official specification for
Lightweight Profiling [13], which represents a refreshing and radical departure from currently
available hardware. LWP is configurable entirely from userspace and can be configured to gen-
erate interrupts or simply be polled. Instead of interrupting every time an an event threshold is
reached, LWP uses a ring buffer so events can be processed in batch. An event record is precise;
the record contains the PC responsible for generating an event. Each type of event has a unique
record format (e.g., branch events have information about predictions and directions).

LWP can currently be configured to count instructions retired, branches retired, dcache
misses, CPU clocks unhalted, and CPU references clocks unhalted – all simultaneously, if de-
sired. The main limitation at this point for LWP appears to be coverage. Even events as important
as TLB misses, icache misses, and FPU operations are not yet monitored.

3 Issues Facing HPM

HPM has long been an issue of contention between users and hardware designers, and all of the
issues are well known (if not well quantified). In addition to discussions with our colleagues, we
found the “Hardware Performance Monitor Design and Functionality” workshop [21] associated
with HPCA in 2005 as well as a recent Linux kernel thread [22] to be excellent sources of
information. One of the most unsettling trends we notice is that the HPM solutions have remained
relatively unchanged for over a decade, yet machines have grown significantly in complexity.
Since none of the insights here are new, we will instead try to motivate them with examples.

Inherent Complexity. Modern processors are inherently complex, and many interacting factors
can significantly impact performance. We previously described how stack alignment can affect
performance by up to 300% [7], but instruction alignment can be a significant factor as well:

– Across weekly revisions of a compiler, the variance in performance for 176.gcc on Core 2
is much higher than for Pentium 4, largely due to an increased importance in instruction
alignment.

– Aligning a loop such that it will be used by the loop-stream detector (LSD) can result in 2X
performance improvement.

– Branch prediction fetches are larger than instruction fetches, so in some cases a bigger align-
ment boundary for loops with multiple branches can reduce branch prediction bubbles for a
50% speedup on Core 2.



– The data prefetcher can be confused by IP aliasing, resulting in 8% performance drop on
189.lucas.

– Branch aliasing can result in 5-10% performance differences across an application, and 40%
for a small kernel.

With subtle issues like these, analysis can take days for each one, and some can only be un-
covered using a simulator. Considering that these examples only cover alignment issues in the
front-end, the number of ways a program can encounter performance corner cases is frightening.

Examples like this are uncommon except when the working set is small because a few long
latency memory operations usually overshadow these issues. Thanks to this, average and even
advanced users rarely deal with them. In fact, most users probably do not know they exist. Even
we were surprised to learn the magnitude of some of the anomalies. Because of the knowledge
required for a relatively small speedup, even if HPM did make understanding these types of
issues easier, it is unlikely users would spend more time focusing on them. It is still the more
common issues that matter, and HPM should cater to optimizations in stages 1 and 2 first and
foremost.

Precision. From an manual performance tuning standpoint, there are two critical pieces of in-
formation: the location of problem, and what it is. Knowing the location of a problem is more
important than knowing what the problem is. IBS is nice. PEBS is not. Knowing the loca-
tion of a long-latency instruction is usually enough to reason about the cause. However, simply
knowing the cause of performance problems gives the programmer no indication of where to
look. Think of it this way: if you manage a datacenter with thousands of nodes and dozens of
applications, would you rather know the instruction that spends the most time stalled, or that
cache misses are a problem for an application?

Just the name Precise Event-based Sampling (PEBS) is surreptitiously misleading. Under
most conditions, a PEBS sample gives you precisely the next instruction. On variable-length
ISAs, it is non-trivial just to figure out where the previous instruction actually starts. What if the
previous instruction was a branch? Prior to load-latency filtering, PEBS was less trustworthy for
non-scientific applications for address profiling because for instructions like mov eax, [eax],
the source operand is clobbered and its memory contents are given in the PEBS buffer. With the
advent of the load latency record, the correct linear address is always provided. Furthermore,
PEBS sampling itself can be asymmetric during bursts of retirement events – the distribution of
events is not uniform, so for frequently occurring events, some instructions can receive orders of
magnitude more samples than others. Furthermore, under rare conditions, PEBS is not always
precise. We have learned, through a paper review of all places, that there is an undocumented
mechanism to know when PEBS will be precise. The potential for nonuniform distribution and
imprecision makes PEBS quite difficult to trust. Figure 3c shows users are extremely dissatisfied
with imprecision.

ProfileMe was developed for Alpha to address this problem, and in our opinion it remains
the most elegant solution. It may not always be helpful in solving extremely complex microar-
chitectural performance problems, but it addresses the simple ones in a natural way.

In many cases, the processor is a black box, and performance tuning is like playing a game
of Clue; there is a room with a dead body and 10 people who could be guilty. Imprecise profiling
tells us the murder weapon but never who committed the crime. Precise profiling will always
give us the perpetrator and many times (but not all) the murder weapon as well. Programmers
need to know the culprit, but hardware designers are much more concerned with knowing the
weapon so they can devise ways to make it less potent. For programmers, simply knowing where
stalls are occurring should be easy (but is not on all hardware). Knowing that, programmers can
intelligently (or blindly [9]) tweak parameters until it works.

Bias. One of the trickiest issues with event-based sampling is bias, which can come in many
forms. Bias is most deceptive because to even measure it we need multiple ways to measure the
same data (or be able to predict it), and that is often not an option. Suppose we want to use HPM
to estimate the relative frequency of execution for each basic block. One approach might be to
use EBS to count INST RETIRED, but this approach does poorly for many reasons. Sampling



skid means the interrupt will report a PC that occurs some variable number of instructions after
the instruction that triggered it. Synchronization effects with constant sampling periods (even
when prime relative to a loop body!) can result in sample counts 3X different from those ex-
pected, and random sampling still yields sample counts with up to 50% from what they should
be. Instructions that trigger long-latency stalls are subject to over counting via aggregation effect
because they sit at the head of the instruction queue for more cycles. Consequently, the instruc-
tions in the shadow of a stall are under sampled. Note that these effects are common to all OoO
machines.

PEBS hardware on Intel chips is an enticing alternative, but in some cases it actually has
worse bias. PEBS does not support randomization of sampling intervals, so it is more susceptible
to synchronization effects, and, as we previously mentioned, PEBS is not always precise and
PEBS samples are not evenly distributed.

Another appealing approach is IBS, but it, too, is insufficient. Using op-sampling mode
would require the user to know how many µops each instruction decodes to, and fetch-mode
is biased to wrong-path instructions.

Of course, the best approach would be to use the last-branch record, but the omission of an
event for taken branches retired on Core i7 prohibits this. The LBR does generally work well on
Core 2, where the event exists, but there are still anomalies where some branches get significantly
oversampled.

Figure 3d shows surveyed users find bias not to be a desirable feature of HPM.

Number of Events and Counters. When we developed a driver for the Pentium 4 performance
counters, we cursed its arcane restrictions. We beg for forgiveness. Having 18 counter registers
was great for accelerating the measurement process and allowed much better correlation of time-
based samples since there was no need for interpolation. Exacerbating the problem, the number
of events is growing faster than the number of counters. Two counters on Core 2 and four coun-
ters on Core i7 simply is not enough, and Figure 3b shows that 100% of users agree. However,
100% of designers say adding more counters is very challenging, so we may be at a stalemate.
Perhaps a distributed approach like the Pentium 4 and proposed by others [23] is worth revisiting.

The increasing number of events can be viewed as a good thing, but it steepens the learning
curve and often means multiple complex events must be counted to obtain one aggregate, more
meaningful value. With so many hundreds of events, the user needs a good idea of what the prob-
lem is a priori. An oft-heard quote from internal performance tuners on more complex problems
is, “we used a simulator to find the problem, but we now know could have used counter X”.
Machine learning is becoming increasingly popular to deal with the abundance of information
available [24, 16].

Common advice is that multiplexing the counters across time will yield statistically valid
results. In the absence of more counters, hardware support for multiplexing would be extremely
helpful. Yet, as we have found, even a well-chosen constant sampling period results in strong
bias for a single event. There is a disturbing lack of research describing best practices for
sampling and multiplexing.

Design Philosophy. Users have long suspected that HPM features are at best a second-class
citizen of processor design. Events are what is convenient to connect to a wire, rather than what
is useful to understand the program. It is hard to argue, given that the designer of the Pentium
Pro and Pentium 4 counters endorses this claim as well [25], although others disagree [12].
IBM’s POWER4 PMU was allegedly “verified” by an intern, though its importance has increased
dramatically in subsequent revisions. Either way, the fact remains that HPM will never satisfy
all desires.

Perhaps it is the fault of those who are dissatisfied that are to blame; the dearth and difficulty
still associated with software drivers indicates there is not a huge demand for advanced features.
When users do not fully utilize current hardware, the case for return on investment may not yet
be strong enough to dedicate the resources required for more robust HPM.

Verification. Also relating to design philosophy, verification of performance counters seems
to be an afterthought. Even on Intel’s newest x86 processor, the Core i7, most of the events



relating to the L1 data cache are incorrect. There is an event on Core i7 which over counts by a
factor of 3, and another on POWER5 which over counts by a factor of 4! A previous version of
VMWare’s replay system attempted to rely on a counter for branches retired to schedule when
to intervene in native execution, but the counter was so inconsistent across processor revisions
the approach was abandoned. If the standard ISA features had defects like those found in HPM,
processors would be unusable. Perhaps this is the reason more features are not architected. As
it is, revealing unverified features or broken features without proper errata is worse than not
revealing the features at all. Verification can be costly, so it should be focused on the most
worthwhile events.

Features and Use Cases. Despite much research in the area, the two most widely used applica-
tions of HPM continue to be architectural characterization [26, 27] and application performance
tuning. This is likely because the hardware best supports these applications. In fact, with respect
to these two applications, we have no fundamental complaints about the assortment of hard-
ware currently available, though no single processor has everything we would like and the list of
secondary complaints is long.

Even with current hardware, research applications for hardware introspection are plentiful;
researchers have used HPM for profile-guided optimization [24], dynamic optimization [28],
adaptive power management [29], thread scheduling for shared resources [30], path profiling [31],
user-aware design [32], and others.

Researchers propose going much further. Adaptive thread coscheduling would benefit from
duplicated performance counters for SMT contexts (but so would everyone else). Coschedul-
ing could also benefit from per-thread utilization metrics for each shared resource. Others call
for cache-line monitors to measure locality and contention in caches, buses, and NUMA sys-
tems [33–35], using bits for memory state checking [36], using branch predictor history for
path profiles [37]. Eyerman et al. propose a fundamentally different HPM architecture to collect
more meaningful CPI stacks for OoO machines. Shotgun profiling [38] proposes an approach
to measure the interaction cost of parallel instructions, though with the abundance of cores now
available, better core-to-core communication mechanisms would probably be sufficient.

From a cynical standpoint, an academic motivation for HPM is to enable writing more papers,
even if there is little rationale for the proposal to actually be implemented in hardware. Some
have even proposed a specialized coprocessor to analyze ProfileMe-like data [39]. We wonder
how the coprocessor’s performance will be modeled. With so many divergent proposals that all
look compelling in research papers, we pose this question: how are architects to decide which
direction to pursue?

Parallel Programs. With respect to HPM, we do not believe parallel programs have any funda-
mental disadvantage relative to sequential programs. The biggest factor in parallel performance
is sequential performance, but some events begin to be bigger factors. For example, cache misses
limit the performance of sequential programs, but their effects are amplified for parallel programs
when shared caches, buses, and interconnects become contended. The same is true for any shared
resource and becomes increasingly important in SMT processors.

Issues specific to parallel programs include bus contention, false sharing, true sharing, and
lock contention. With features like IBS, precise attribution of cache misses is helpful, but the real
problem can be difficult to identify without value profiling. Here, we would expect load latency
filtering to be quite powerful; for a cache miss, it reports the linear address accessed along with
where the data came, which can be used to distinguish between true and false sharing and identify
other instructions that are competing for the same cache line. Interestingly, an Intel performance
expert informed us that regular PEBS sampling configured with the proper coherency-related
events is more useful for identifying the false sharing that most hurts performance.

Portability and Abstraction. Aside from a small, yet increasing, set of architected counters,
subsequent generations of Intel processors are deceptively diverse. For example, we can count
cache misses and references on Core 2, but hits and misses on Core i7. In conjunction with the
last-branch record, it is necessary to use a counter for taken branches retired (because the LBR
only stores taken branches) to get unbiased samples. This exists on Core 2, but the event does



not exist (they forgot?) on Core i7! On the Pentium 4, fldcw counts as two instructions, but on
all other x86 implementations, it counts as one [40].

When counting system-wide (user and kernel) events, there may be many instructions exe-
cuted between a counter interrupt and actually reading the counter value. Some systems support
an atomic freeze that stops counting on an interrupt until it is reset, yet some do not. For those
that do not, tools must estimate the perturbation error due to over counting.

Users are very rarely interested in monitoring exactly one platform. Typically, they are trying
to collect the same type of data across a heterogeneous fleet of machines. This is true in super-
computing, this is true in data centers, and this is true for client applications. Even on a single
machine, there is a steep learning curve and validation phase to gather event counts. The diversity
of counters and subtle semantic differences across generations make data collection many times
more challenging. IBM has recognized this problem and architected 32 counters in POWER6
that will be available on subsequent revisions.

Software Support. VTune and PTU are decent if you want to profile few applications/inputs
on a single machine, but they do not scale well. Most performance tuning for Intel architectures
probably occurs on Linux machines, but the vanilla kernel only supports OProfile [15]. OProfile
is good for system-wide event sampling, but it does not support any features beyond basic EBS.
Perfmon is a very nice interface, but it has been struggling to become part of the vanilla kernel
for years. Patching and recompiling the kernel is an involved process, and it is a showstopper if
the machine administrators are unwilling to do the work.

Even with good interfaces like Perfmon installed, you have to be an expert to do most things.
PAPI [41] does provide some nice abstractions and an API to poll performance counters from
within an application. There are group of Linux kernel developers who are trying to make the
world simple and uniform with the perf event project, but that approach does not capture the
subtleties in the counters or expose advanced PMU features.

From another perspective, Linux users have all the luxury. FreeBSD has no support for Core
i7. Windows tools for Intel x86 start and end with VTune and PTU.

We need tools that scale from the novice to the expert, and we need more than one for each
layer. Lower level interfaces like Perfmon should be flexible and enable programming of every
HPM feature, and they need to be open source. Low-level controls are by far the most important
aspect, and it is a shame they are not better supported by the processor manufacturers. Higher
level tools should abstract features so we can ask, for example, how many L2 cache misses were
there? It should be able to respond with a breakdown of misses caused by instructions, by page
table walks, DMA traffic, coherence traffic, etc. Some of these things may be measurable, but
some may have to be guessed based on the available counters. If such a tool exists, it might
provide guidance for future PMU designers to see what is most important to get right.

Virtualization. Virtualization is becoming increasingly commonplace, especially in markets
like datacenters where performance analysis is paramount. However, currently, other than the
LWP specification, no system we are aware of has support for virtualization.

Overhead. To read performance counters, at least one context switch to the kernel is required
and may cost 1000 cycles itself. Beyond that, the cost of reading a single counter register varies
greatly between microarchitectures: Opteron 1.4: 14 cycles, Athlon64: 20 cycles, Pentium IV
(model 3/2): 226/146 cycles, PentiumPro: 33 cycles, PPC750: 2 cycles [42]. If they are to be read
frequently, there is a high potential for perturbation and bias simply from reading the counters.

Some HPM features like LWT and LBR support buffering, but most do not. It is rarely the
case that the user wants to react when a specific event happens. More often, the interrupt handler
just buffers information somewhere else. Sampling overhead in general could be reduced with
more HPM features supporting buffering.

User-level Access and Management. Needing root access to measure performance (or at least,
install suid performance-measuring software) is a significant barrier to entry, as is needing to
compile modules or recompile the Linux kernel for support for many features. AMD’s LWT
avoids these issues entirely by allowing full userspace control over its features. Some hardware



currently allows user processes to read performance counters if they are mmapped into user
memory, but user processes cannot perform any configuration or modification. Some may argue
that hardware events are a security threat and can be used to exploit timing attacks in other
processes. We envision few systems where such a threat really is a concern, and suspect those
which are do not give users shell access to begin with. If they in fact do, features like LWT could
be disabled by the kernel or BIOS. Other metrics, like instruction mix counters or last branch
records, offer no threat if virtualized within a process.

Documentation. HPM documentation is critical, and the documents need to specify exactly
what is getting counted. However, the documentation (and possibly, the HPM itself), seems to be
outsourced to the legal department. Many times, documentation is intentionally vague to avoid
liability and expectations from users. Any time we want to count something, we first develop a
microbenchmark to see if the counter meets our expectations. Usually, our first attempt is wrong.
It seems that many people do this, so the work is unnecessarily duplicated, and better documen-
tation or open microbenchmarks might save everyone some effort. For Intel architectures, there
are the official docs in Volume 3B of the x86 manuals, then there is the most up to date infor-
mation which is hidden in a VTune. The disconnect is due to the lag time to update the official
manuals. Sprunt proposes encoding HPM descriptions and specifications in XML to avoid this
disconnect [43].

We have recently done some experiments trying to understand the effects of the prefetchnta
instruction so that we can do some memory optimizations. Using some microbenchmarks, and
we could not even make the cache miss numbers add up. Depending on how one counted L1
misses (there are multiple ways), different numbers are produced. One of those sets of num-
bers agreed with the number of L2 references, the other did not. However, the one that did not
match our intuition about how many times the program should miss in the L1 cache. It seems
one counter counts only misses caused by load instructions, while the other also includes misses
caused by hardware page table walks. These kind of omissions are commonplace.

In another example documented by Sprunt [25], the architects event definition may not be
fully understood by the designer, resulting in events that are too broken to be useful. On the
P6, the architect specified to count memory references that miss the DTLB, but the designer
interpreted it as count the times the DTLB is referenced, with no match. This is problematic
because canceled, conditional µops for string instructions all miss the DTLB, so DTLB miss
counts can be unpredictably too high.

If there is still any doubt, consider this: Figure 3a shows that 100% of people want better doc-
umentation. A plausible theory is that vague documentation is an attempt to conceal details about
a chip’s microarchitecture, but discussions with internal engineers reveal that their resources are
no better. It is wonderful that there are events to count nearly every aspect of the processor (and
off-core systems as well), but the length of event descriptions is not commensurate with their
complexity. Similar events need differentiation. Obscure events need better descriptions. Bro-
ken events need errata, and the event descriptions should refer to the errata if it is in a separate
location. Subtle feature limitations, like PEBS not always being precise, must be disclosed.

Improved documentation of the HPM features is not enough; for users to leverage HPM, they
must know more detail about how the hardware actually works. Researchers have invested their
time to reverse engineer cache attributes and policies for Core i7 that should simply be in the
manual [44]. Hardware optimizations like the loop stream detector need to be well-documented
if vendors would like anyone other than their own employees to take advantage of them.

Interpretation. CPI stacks are nice for identifying the biggest performance bottlenecks, but
they are difficult to construct for OoO machines. The information that is available is usually in
the form of ratios like last-level cache misses per cycle or branch mispredicts per instruction.
For non-experts, these ratios have very little qualitative meaning; how does one know when
something is “bad”? Of course, latencies can be masked, so there is not a true measure of an
event’s cost, but an event’s documentation should provide some guidance about what ranges can
be considered mildly, moderately, or highly problematic. For HPC codes, peak floating point
performance is the goal, but for most other codes there is no notion of peak.



For any metric, defining a qualitative value is a challenge in itself. One approach is Intel’s
Platform Modeling Tool (PMT) [16] with machine learning. PMT uses many application runs
to sample a large set of performance counters and uses the data to identify which events are
most correlated with instruction throughput. Another approach would be to create a synthetic
benchmark to stress each event and define that as a high water mark for the event. Alternately,
high water marks from standard benchmarks could be used as well.

4 Opportunities and Alternatives

4.1 A Pragmatic Proposition
To quote Douglas Adams, via Robert Fowler, “their fundamental design flaws are completely
hidden by their superficial design flaws” [45]. Let us return to the fundamentals.

The previous section details our grievances with many different aspects of hardware perfor-
mance monitoring. Here, we propose a few tenable changes that would alleviate much of the
burden in performance tuning.

One issue, trust, lies at the heart of the HPM debate, and it relates directly to each of the
issues above. Features frequently have vague documentation, unforeseen bias, or are outright
broken, so users are often measuring something different from what they expect. For adoption
of HPM to increase broadly beyond vendors’ own tools, only the reliable features should be
exposed and documented along with any caveats that may exist.

Remember the Average User. A significant amount of recent research is devoted solely to col-
lecting unbiased edge, path, and call stack profiles [46, 31, 37, 47], and one such paper even won
the best paper award at PLDI 2009 [2]. This ostensibly simple feature should have long ago
become a commodity, programmable and accessible from user space.

Cache, TLB, and branch misses are historically, and will continue to be, the largest perfor-
mance sinks. Each of these can of course be broken down into many subcomponents, and that is
the problem – it is sometimes hard for the user to decide which of the hundreds of events should
be used to measure a simple thing. But it should be easy. This problem spans hardware, software,
users, and documentation, so each of these groups should be involved in a solution.

In addition to precision, IBS provides average latency and flags for events like cache/TLB/branch
misses. For tuning stages 1 and 2, this is incredibly powerful. Some may argue that long latency
instructions are not necessarily performance bottlenecks because OoO hides latencies, but we
have never met a cache miss we liked – especially a frequently occurring one.

Forget the Expert. In being able to count a plethora of events, expert users are already well-
served, but experts, too, are hindered by the same challenges as average users.

Free the Software. Processor vendors have their own internal tools and drivers for controlling
HPM, and they underlie tools like VTune and CodeAnalyst [48]. They should be decoupled (or
the underlying tools should be documented), and they should be free and open source. We con-
tend that open sourcing tools and drivers will add more value to the underlying hardware
than selling closed-source tools.

Many HPM tools are easy to run, but they require the user to specify which events will
be counted. Instead, there should be a default mode that requires no parameters and collects an
overview of where time is spent and what critical architectural events occur. Drivers like Perfmon
should be finally pushed into OS kernels because installing it is a day-long chore or more. Once
installed, root access should not be required to use the tools.

4.2 Feature Requests
We would be thrilled to see LWP and ProfileMe-like features offered on Intel x86 hardware.
With increasingly complex hardware, instruction-based sampling could use a renovation as well.
Extensions approach that allow programmable fields and filtering for instruction samples would
be a killer features.



The PAPI model is very popular amongst programmers, not just for its abstraction, but be-
cause it allows caliper-style measurement of regions of code. PAPI has drawbacks, though. For
small code regions, there is a relatively high overhead for system calls to read counters. Also,
simply adding PAPI function calls to the code can alter register allocation, stack alignment, heap
alignment, and instruction alignment, so there is potential for serious measurement perturbation.
Instead of hardware, it would require compiler support to be easy to use, but we would like to
see a feature that uses patching or breakpoints to perform PAPI accounting.

5 An Adventurous Approach
Consumers want hardware to collect and manage complex information, and they all want some-
thing different. Hardware designers want to count what is easily countable and have software
synthesize conclusions. Clearly, the complexity must be handled somewhere. In over a decade,
we have not seen any real advancement in the capabilities of HPM. At the same time, we have
seen great advances in software instrumentation tools [49–53].

We propose to abandon HPM entirely in favor of a purely software profiling model. There
is already some movement in this direction [54, 55]. Few people probably remember this, but
DCPI/ProfileMe also used an interpretation mode to do value profiling to better understand de-
pendences and complex interactions. Prior to DCPI [14] and Morph [56], it was done entirely this
way, and we believe the shift to multicore processing makes it more feasible now than before.
Techniques like bursty tracing [57, 58] and shadow profiling [59] enable long execution traces
to be collected with overheads around 1%, which is comparable to current continuous profiling
infrastructures.

Collecting execution traces is cheap and easy, and the real challenge lies in analyzing the
traces. To the extreme, this involves a full pipeline simulation of the underlying microprocessor.
For most common performance issues, simpler models of hardware will suffice.

One could even imagine a scenario where users upload execution traces to hardware vendors
and the vendors’ internal simulation tools are used to generate a detailed report breaking down
stalls and interactions for a variety of ISA-compatible microarchitectures. In this arrangement,
both parties win. The users can better tune their code, even for architectures they do not have
access to. The vendor does not have to reveal the inner-workings of its design and effectively
crowdsources collection of a previously unimaginable wealth of workloads to design future ar-
chitectures. The workload distribution would even be biased toward those who care most about
performance. If the system were to become popular, users could be given a certain number of
free runs and charged for more intensive use. We anticipate customers from Wall St., datacenters,
and HPC domains would pay for this type of service.

This type of thing actually happens regularly in practice. A developer with a particularly
troublesome performance anomaly will send a trace (or the whole application) to an vendor’s
engineer for analysis. No data would be necessary with the traces, though some clients may
desire very protective agreements for the instructions as well.

More realistically, we do not expect companies to publish these details, but fortunately, most
performance issues are microarchitecture-independent. Hoste et al. show that a selection of ar-
chitectural metrics like instruction mix, data stride patterns, and register conflicts can be used
to predict relative processor performance with a 0.89 correlation coefficient [60]. In fact, much
microarchitecture-specific tuning is done automatically or blindly anyway [24, 9], and the biggest
issue is often data organization to benefit the memory hierarchy [11]. The variety of hardware
underlying large-scale computing increases the appeal of generalized profiling.

Pure software profiling may be limited in modeling unpublished microarchitectural details,
so it will have its own sources of bias. But to the user, complexity is greatly reduced. Any metrics
of interest can be measured and correlated simultaneously, and precision is guaranteed. Program
introspection enables heap [61] and locality analysis as well. Much more powerful analyses, like
idealized execution [62–64] can also be performed. With a little cooperation from the hardware
designers, even things like prefetching and subtle anomalies like those described in Section 3
can easily be modeled.

A less radical approach might employ synergy between hardware and software. HPM can be
used to report issues that are too complex to model in software, precisely attribute where time is



spent, and identify troublesome spots where tracing should be done. Hardware could even offer
logging features to expedite tracing, especially for multithreaded programs.

6 Conclusion
HPM can provide invaluable insight into application performance, but it is unreachable, overly
complex, or easily misinterpreted by many users. Volume hardware purchasers tend to also be
performance experts, but even they have tremendous difficulty measuring seemingly simple in-
formation. This paper highlights the key problems with HPM from an application performance
tuning perspective and proposes potential improvements. The fundamental problem with HPM
today is measuring simple things is just as difficult as measuring complex things. The complexity
of data collection should be commensurate with the complexity of data collected.
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